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Abstract

Many computational problems arise naturally from geometric data. In this thesis, we consider three such problems: (i) distance optimization problems over point sets, (ii) computing contour trees over simplicial meshes, and (iii) bounding the expected complexity of weighted Voronoi diagrams. While these topics are broad, here the focus is on identifying structure which implies linear (or near linear) algorithmic and descriptive complexity.

The first topic we consider is in geometric optimization. More specifically, we define a large class of distance problems, for which we provide linear time exact or approximate solutions. Roughly speaking, the class of problems facilitate either clustering together close points (i.e. netting) or throwing out outliers (i.e pruning), allowing for successively smaller summaries of the relevant information in the input. A surprising number of classical geometric optimization problems are unified under this framework, including finding the optimal \( k \)-center clustering, the \( k \)th ranked distance, the \( k \)th heaviest edge of the MST, the minimum radius ball enclosing \( k \) points, and many others. In several cases we get the first known linear time approximation algorithm for a given problem, where our approximation ratio matches that of previous work.

The second topic we investigate is contour trees, a fundamental structure in computational topology. Contour trees give a compact summary of the evolution of level sets on a mesh, and are typically used on massive data sets. Previous algorithms for computing contour trees took \( \Theta(n \log n) \) time and were worst-case optimal. Here we provide an algorithm whose running time lies between \( \Theta(na(n)) \) and \( \Theta(n \log n) \), and varies depending on the shape of the tree, where \( a(n) \) is the inverse Ackermann function. In particular, this is the first algorithm with \( O(na(n)) \) running time on instances with balanced contour trees. Our algorithmic results are complemented by lower bounds indicating that, up to a factor of \( a(n) \), on all instance types our algorithm performs optimally.

For the final topic, we consider the descriptive complexity of weighted Voronoi diagrams. Such diagrams have quadratic (or higher) worst-case complexity, however, as was the case for contour trees, here we push beyond worst-case analysis. A new diagram, called the candidate diagram, is introduced, which allows us to bound the complexity of weighted Voronoi diagrams arising from a particular probabilistic input model. Specifically, we assume weights are randomly permuted among fixed Voronoi sites, an assumption which is weaker than the more typical sampled locations assumption. Under this assumption, the expected complexity is shown to be near linear.
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Chapter 1

Introduction

Understanding the world around us and the physical phenomena it contains, is the basis of much of modern science. This broad area of study typically involves producing representative data sets, either by direct physical measurements or through simulations. Specifically, these data sets consist of (or are represented by) points in low dimensional Euclidean space. Due to the strength of modern computing, producing data is “cheap”, leading to massive data sets. The challenge is thus understanding the structure of this data and exploiting that structure to handle it efficiently.

Motivated by this fundamental challenge, we investigate the underlying geometric properties that lead to linear time solutions and near linear complexity structures, as linear (or near linear) complexity is required when handling massive data sets. Specifically, this thesis has three main parts. In the first part, we discuss the Net and Prune technique, which gives linear time algorithms for a large and well defined class of classical geometric optimization problems. In the second part, we provide an algorithm for computing the contour tree, a fundamental structure in computational topology. While it is not always possible to compute this structure in linear time, by taking into account the shape of the tree, we provide the first algorithm which (up to a factor of the inverse Ackermann function) is instance class optimal. In the final part, we consider various weighted Voronoi diagrams which have high worst-case complexity. Here we introduce the candidate diagram and use it to prove that by assuming that weights are randomly permuted among the sites, these diagrams instead have near linear expected complexity.

The first two parts are connected by the goal of obtaining linear time algorithms. In particular, for Net and Prune, the problems covered include basic distance queries which are prerequisites for many other computational tasks. For contour trees, the need for linear time is even more immediate, as one of their primary uses is to analyze the output of scientific simulations run on supercomputers. To get this improved running time requires moving beyond worst-case analysis, and this is how the last two sections of the thesis connect. Specifically, we give the first linear time algorithm for balanced trees, and more generally relate the shape of the tree to the hardness of its computation. For weighted Voronoi diagrams, we identify a probabilistic input structure which leads to near linear expected complexity. As our analysis is via randomized incremental construction, a common technique for computing Voronoi diagrams, we get similar near linear bounds on the time to compute these weighted diagrams.

Below we provide a high level sketch of the important aspects of each part.

1.1 Geometric optimization via Net and Prune

We now overview Chapter 2, which is largely based on the paper [HR15a].
Setup. A set of \( n \) points in \( \mathbb{R}^d \) determines a set of \( \binom{n}{2} \) inter-point distances. Many classical geometric optimization problems, such as finding the minimum cost \( k \)-center clustering or the longest edge in the Euclidean MST, concern finding such an inter-point distance. The Net and Prune framework, provides linear time approximation algorithms for a large subset of problems which can be phrased as searching for a particular inter-point distance. This subset is defined by two key properties. First, the problem must be efficiently decidable, i.e. in linear time, given a query value, we must be able to decide whether the query is larger, smaller, or approximately equal to the optimum. Second, the problem must be “shrinkable”, that is given that we know our query was too small or too large, we must be able to use that information to throw out irrelevant input points to produce a smaller subset of the data which (approximately) preserves the optimum value.

A concrete example. Consider the problem of computing the \( k \)th smallest inter-point distance, often referred to as the distance selection problem, for which the Net and Prune framework provides a linear time algorithm. In particular, when \( k = 1 \) this is the well studied closest pair problem, which already had a linear time solution [Rab76]. However, for larger values of \( k \) we provide the first \( (1 + \varepsilon) \)-approximate solution to run in \( O(n/\varepsilon^d) \) time.

One can draw an analogy between this and the well known selection problem, where the goal is to find the value of rank \( k \) in an array of \( n \) values. Conceptually, our algorithm for distance selection on Euclidean points mimics the standard \( \Theta(n) \) time randomized selection algorithm for an array with \( n \) values. However, in selection the goal is to find the \( k \)th ranked value in a set of \( n \) values, whereas for distance selection one works with a much larger \( \Theta(n^2) \) sized (implicit) set of distances, yet our algorithm runs in \( \Theta(n/\varepsilon^d) \) time.

Contributions. The main contribution of the Net and Prune framework is the identification of a simple pair of conditions which describe a large class of problems for which a linear time decision procedure can be converted into a linear time optimization procedure. These conditions are simple to check for, yet general enough to capture many previously studied geometric optimization problems, such as \( k \)-center clustering, distance selection, finding the \( k \)th longest MST edge, and more.

For many of these problems, Net and Prune provides the first known linear time algorithm. However, even for problems where previously linear time algorithms were known, Net and Prune unifies them under one framework. Conceptually, they are all described by the problem of looking for a particular inter-point distance, and they are all solvable by the same searching technique.

Additionally, the Net and Prune framework is simple, both at a conceptual level, and from an implementation standpoint (requiring only well optimized basic primitives such as hashing and counting).

Significance of linear time. For the problems handled by Net and Prune, previously \( O(n \log n) \) time approximate solutions were known (specifically via well-separated pairs decompositions [CK95, Har11]). However, removing the \( O(\log n) \) here is significant for several reasons. First, with our above motivation of massive data sets, an algorithm which takes longer than the time for a few linear scans of the data may be prohibitively expensive. Second, our approach is simpler than the previous \( O(n \log n) \) time algorithms.

While in general one may argue that removing an \( O(\log n) \) factor is not exciting, note that here we are removing the last \( O(\log n) \) factor. In particular, for the problems we consider our running time is optimal. Note that more generally, problems may admit sublinear time solutions, and there has been significant success in identifying and solving such problems via sampling. However, for the problems we consider linear
time will be a lower bound. Specifically these problems are akin to searching for a needle in a haystack, for which sampling fails. As a simple example, consider finding the closest pair distance. For this problem either the removal or addition of a single point can dramatically change the value of the solution, and hence all points must be seen.

**Approximation quality.** The approximation quality produced by Net and Prune, will be the same as the approximation quality of the best (linear time) decision procedure. For most of the problems we discuss, this will be a \((1 + \varepsilon)\)-approximation, with a couple of notable exceptions. First, for \(k\)-center clustering, our algorithm yields a 2-approximation, however, such a constant approximation is necessary as \(k\)-center clustering in the plane is known to be hard to approximate within 1.8, unless \(P = NP\) [FG88]. Second, consider the set of nearest neighbor distances (i.e. for each input point this set contains the distance to its nearest distinct input point). Surprisingly, for any rank \(k\), we can compute the value of rank \(k\) in this set exactly in linear time. In particular, for the simple case of computing the closest pair distance, our approach matches previous results.

**Expected running time.** Finally, note that the Net and Prune framework provides a Las Vegas algorithm, i.e. it is always correct, but the running time is only linear in expectation. However, we also show how to turn this expected time algorithm into one which runs in linear time with polynomially high probability. Doing so is technically challenging, and while interesting from a theoretical standpoint, practically, the simpler expected linear time algorithm suffices as it quickly reduces the input to a small fraction of its initial size.

### 1.2 Computing contour trees in shape sensitive time

We now overview Chapter 3, which is largely based on the paper [RS14].

**Setup.** Consider the manifold in \(\mathbb{R}^{d+1}\), induced by interpolating a height function \(f\) defined over the vertices of a simplicial mesh in \(\mathbb{R}^d\). A contour of this manifold, is defined as a connected component of a level set of \(f\) at some height \(h\). As an everyday example, a contour in a barometric pressure map may, for example, represent a storm front. The contour tree is a compact structure which tracks how contours are born, split, merge, and die as \(h\) varies, and is an indispensable tool in exploring and visualizing scientific simulation data. More specifically, the set of leaves in the contour tree are in one-to-one correspondence with the set of maxima and minima in the manifold, while internal vertices represents locations where contours merge together or split apart. Returning to the example of barometric pressure maps, intuitively when viewing the pressure map as a planar graph, the contour tree is similar to the dual graph.

**Sorting.** Along any maxima leaf to minima leaf path in the contour tree, vertices are in sorted height ordering. Therefore, as a natural first step, previous algorithms for computing the contour tree sorted the input, leading to a \(\Theta(n \log n)\) running time. Imagine any partition of the contour tree into a set of disjoint and maximal length descending paths, \(P\). Specifically, identify any maximal length descending path, remove it, and recur on the remaining subtrees (i.e. intuitively break the tree into the trunk, limbs, and branches). For any path \(p \in P\), the vertices must appear in sorted order in \(P\) and so intuitively, \(\sum_{p \in P} |p| \log |p|\), where \(|p|\) is the length of \(p\), is a lower bound on the time to compute the tree. However, observe that \(n = \sum_{p \in P} |p|\),
and moreover for a balanced binary tree $\sum_{p \in P} |p| \log |p| = \Theta(n)$. Therefore, there is a gap between the cost of a global sort and our lower bound for the amount of sorting required by a specific tree structure.

**Join and split Trees.** There are two sister structures related to the contour tree called the join and split trees. As one varies the height $h$, the contour tree tracks the components of the level set (i.e. at exactly height $h$), while the join tree and split tree track the components of the super-level set (i.e. at $h$ and higher) and sub-level set (i.e. at $h$ and lower), respectively. Conceptually, since the manifold is connected, the join tree looks like a rooted tree, where the root is the global minimum (and similarly for the split tree with the global maximum). The standard algorithm for computing the contour tree first computes the join and split trees, and then interleaves them to produce the contour tree. However, we show that there are inputs for which computing the join and split trees takes $\Theta(n \log n)$ time, while the contour tree can be computed in $O(n \alpha(n))$ time, where $\alpha(n)$ is the inverse Ackermann function.

**Contributions.** There are two main contributions. The first is a new algorithm for computing the contour tree, which (up to a factor of $\alpha(n)$) performs optimally with respect to a given input class, and in particular is the first $O(n \alpha(n))$ time algorithm for computing balanced contour trees. This new algorithm consists of two main pieces. The first piece is a new linear time algorithm to partition the input complex into subcomplexes, such that the contour tree of each subcomplex is the same as its join tree. Naturally, given this partitioning scheme, the second (and more significant) piece is a new algorithm for computing the join tree, whose running time is (near) optimal with respect to the shape of the join tree. Additionally, both the new partitioning and the new join tree algorithm are simple, mainly consisting of several DFS calls. (To optimize the running time, the join tree algorithm further requires a data structure such as binomial heaps.)

The second contribution is a characterization of the hardness of computing the contour tree in terms of path decompositions. Specifically, given a path decomposition $P$ (as described above), we describe a family of $\prod_{p \in P} (|p|!)$ height functions defined over a single simplicial complex such that each function has a distinct contour tree. This implies a comparison lower bound of $\Omega(C(P))$, where $C(P) = \sum_{p \in P} |p| \log |p|$. This lower bound is more input aware than the previous worst-case $\Omega(n \log n)$ bound. Finally, to prove that our algorithm is (near) optimal, we describe a particular canonical path decomposition $P'$, and prove that our algorithm requires $\Theta(C(P'))$ comparisons. This last step involves a sophisticated charging argument, using a variant of heavy path decompositions [ST83].

### 1.3 Bounding probabilistic inputs for weighted diagrams

We now overview Chapter 4, which is largely based on the paper [CHR15].

**Setup.** Given a set of $n$ point sites in the plane, the standard Voronoi diagram is the partition of the plane into maximal cells such that every point in a cell has the same nearest site. In other words, which cell you are contained in determines your “best site” under the Euclidean distance. However, often when determining a best site, there are other relevant features. Specifically, consider the more general setting where additionally each site is given a cost vector. For example, if the sites represent stores, then the entries in the vector might represent cost or quality of products at a given store. Here we consider weighted diagrams which take into account both the Euclidean distance as well as the cost vector when determining the best site.
Worst-case versus expected complexity. The standard Voronoi diagram in the plane has many nice features, such as $\Theta(n)$ worst-case complexity, convex cells, and straight line boundary pieces. However, weighted generalizations of this diagram are often not so well behaved. For example, the multiplicative diagram, where the distance to a site is the Euclidean distance times some (site dependent) positive weight, has $\Theta(n^2)$ worst-case complexity, disconnected cells, and curved boundary pieces. Since the worst-case complexity of weighted diagrams is prohibitively expensive, here we focus on expected complexity. Previous papers considered the expected complexity of various geometric structures under sampled site locations, however, this appears to be a stronger assumption than we require. On the other hand, significantly weaker models like smoothed analysis appear to be insufficient (in particular, the standard quadratic lower bound example for multiplicative diagrams appears stable to such perturbations). Instead, here we assume that given any set of fixed weights and site locations, that the weights are randomly permuted among the sites (for weight vectors, this assumption is coordinate-wise).

Candidate diagram. As noted above, it is not immediately clear how to use our probabilistic input assumption since weighted diagrams are difficult to reason about directly (i.e. poorly behaved cell boundaries and shapes). Therefore, instead we introduce a new and more well behaved diagram, called the candidate diagram, which is interesting in its own right. Again, suppose we are given a set of sites, where the $i$th site has an associated weight vector $v^i$. For a given location $q$ in the plane, we say a site $s_i$ is a candidate for $q$ if there is no other site which is better than $s_i$ in every way, i.e. there is no site $s_j$ which is both closer to $q$ and coordinate-wise $v^j \leq v^i$. The candidate diagram is then the partition of the plane into maximal cells of points with the same set of candidates.

Contributions. There are two main contributions. The first is the introduction of the candidate diagram. Specifically, consider any weighted distance function, with the natural restriction that a site $s_j$ cannot be the nearest weighted site if there is another site $s_i$ which is better in every way (i.e. nearest sites must be candidates). Observe that the candidate diagram is a single structure which conveys information about all such functions simultaneously. Specifically, your location in the diagram tells you all relevant sites under any distance function, i.e. as you change your preferences over time (i.e. vary your distance function), the candidate diagram remains fixed. As a consequence, given any such weighted distance function, the complexity of the candidate diagram can be used to bound the complexity of the weighted diagram. Moreover, the candidate diagram has convex cells and polygonal boundaries, making it significantly easier to reason about.

As the candidate diagram is more expressive, in general it may have high complexity (i.e. potentially higher than the weighted diagrams mentioned above). Our second contribution is showing that our probabilistic input assumption leads to an expected $O(n \text{ polylog } n)$ bound on the complexity of such diagrams. In the process several results are shown which are of independent interest including: (i) with high probability the expected number of staircase points when sampling from the unit hypercube does not (asymptotically) exceed its expectation, (ii) a general lemma giving high probability bounds for various instances of backwards analysis, and (iii) the expected complexity of the overlay of cells during a randomized incremental construction of the $k$th order Voronoi diagram is bounded by $O(k^4 n \log n)$. 
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1.3.1 Related work

While the presentation in this thesis on weighted diagrams largely follows that in [CHR15], the author’s work on weighted Voronoi diagrams began with the paper “On the Expected Complexity of Randomly Weighted Multiplicative Voronoi Diagrams” [HR15b], discussed below.

Previous results on weighted diagrams. In [HR15b] the simpler case of scalar weights, rather than weight vectors, was considered. Therefore, for point sites in the plane, [CHR15] largely subsumes this work. However, unlike [CHR15], in [HR15b] a more general class of allowable sites was considered. This includes not only point sites, but also sites which are interior-disjoint convex sets, and more generally sites whose bisectors respect (a superset of) the conditions for abstract Voronoi diagrams [KLN09], a class defined to capture the minimal properties required for linear complexity unweighted diagrams. Specifically, for a set of \( n \) such sites, an \( O(n \text{polylog } n) \) bound on the expected complexity of the randomly weighted multiplicative Voronoi diagram was shown. As a consequence this yields an alternative proof to that of Agarwal et al. [AHKS14] of the near linear complexity of the union of randomly expanded disjoint segments or convex sets (with an improved bound on the latter).

The author has also worked on bounding the expected complexity of other types of Voronoi diagrams, such as in the paper “On the Expected Complexity of Voronoi Diagrams on Terrains” [DHR12], discussed below.

Voronoi diagrams on terrains. In [DHR12], the combinatorial complexity of geodesic Voronoi diagrams on polyhedral terrains was investigated using a probabilistic analysis. Aronov et al. [ABT08] proved that, if one makes certain realistic input assumptions on the terrain, this complexity is \( \Theta(n + m\sqrt{n}) \) in the worst case, where \( n \) denotes the number of triangles that define the terrain and \( m \) denotes the number of Voronoi sites. In [DHR12] it was shown that under a relaxed set of assumptions the Voronoi diagram has expected complexity \( O(n + m) \), given that the sites are sampled uniformly at random from the domain of the terrain (or the surface of the terrain). Furthermore, a construction was presented of a terrain which implies a lower bound of \( \Omega(nm^{2/3}) \) on the expected worst-case complexity if these assumptions on the terrain are dropped.

1.4 Remarks

Computation model. Throughout this thesis the model of computation will be the real-RAM model. This is the standard model in Computational Geometry, and allows for storing arbitrary real numbers, along with unit cost arithmetic operations and comparisons. Typically, this model does not include a unit cost floor function (i.e. conversion between real numbers and integers), however, in Chapter 2 a unit cost floor function is assumed, as this is required for efficient grid computations. Subtleties about this assumption are discussed further in Chapter 2.

A note on dimension. In this thesis, the Euclidean dimension, \( d \), is assumed to be a small fixed constant, and hence constant factors involving \( d \) are ignored. This assumption is required as many standard techniques used in this thesis are exponential in the dimension. However, as discussed above there are many problems related to the physical world in which this is a natural assumption.
More generally, in low dimensional settings, the set of available tools is much broader, leading to a larger class of problems which can be efficiently handled (i.e. the types of problems considered in this thesis). Indeed, even in high dimensional settings, in order to make the problem tractable, often one assumes the input has some “hidden” lower-dimensional structure.
Chapter 2

Net and Prune

2.1 Introduction

In many optimization problems one is given a geometric input and the goal is to compute some real valued function defined over it. For example, for a finite point set, the function might be the distance between the closest pair of points. For such a function, there is a search space associated with the function, encoding possible candidate values, and the function returns the minimum value over all possible solutions. For the closest pair problem, the search space is the set of all pairs of input points and their associated distances, and the target function computes the minimum pairwise distance in this space. As such, computing the value of such a function requires searching for the optimal solution, and returning its value; that is, optimization.

Other examples of such functions include:

(A) The minimum cost of a clustering of the input. Here, the search space is the possible partitions of the data into clusters together with their associated prices.

(B) The price of a minimum spanning tree. Here, the search space is the set of all possible spanning trees of the input (and their associated prices).

(C) The radius of the smallest enclosing ball. Here, the search space is the set of all possible balls that enclose the input and their radii (i.e., it is not necessarily finite).

Naturally, many other problems can be described in this way.

It is often possible to construct a decision procedure, for such an optimization problem, which given a query value can decide whether the query is smaller or larger than the value of the function, without computing the function explicitly. Naturally, one would like to use this decider to compute the function itself by (say) performing a binary search, to compute the minimum value which is still feasible (which is the value of the function). However, often this is inherently not possible as the set of possible query values is a real interval (which is not finite). Instead, one first identifies a finite set of critical values which must contain the optimum value, and then searches over these values.

Naturally, searching over these values directly can be costly as often the number of such critical values is much larger than the desired running time. Instead one attempts to perform an implicit search.

One of the most powerful techniques to solve optimization problems efficiently in Computational Geometry, using such an implicit search, is the parametric search technique of Megiddo [Meg83]. It is relatively complicated, as it involves implicitly extracting values from a simulation of a parallel decision procedure (often a parallel sorting algorithm). For this reason it is inherently not possible for parametric search to lead to algorithms which run faster than $O(n \log n)$ time. Nevertheless, it is widely used in designing efficient geometric optimization algorithms, see [AST94, Sal97]. Luckily, in many cases one can replace parametric search by simpler techniques (see prune-and-search below for example) and in particular, it can be replaced...
by randomization, see the work by van Oostrum and Veltkamp [vOV04]. Another example of replacing parametric search by randomization is the new simplified algorithm for the Fréchet distance [HR11]. Surprisingly, sometimes these alternative techniques can actually lead to linear time algorithms.

**Linear time algorithms.** There seems to be three main ways to get linear time algorithms for geometric optimization problems (exact or approximate):

(A) **Coreset/sketch.** One can quickly extract a compact sketch of the input that contains the desired quantity (either exactly or approximately). As an easy example, consider the problem of computing the axis parallel bounding box of a set of points - an easy linear scan suffices. There is by now a robust theory of what quantities one can extract a coreset of small size for, such that one can do the (approximate) calculation on the coreset, where usually the coreset size depends only on the desired approximation quality. This leads to many linear time algorithms, from shape fitting [AHV04], to \((1 + \varepsilon)\)-approximate \(k\)-center/median/mean clustering [Har01, Har04a, HM04, HK07] in constant dimension, and many other problems [AHV05]. The running times of the resulting algorithms are usually \(O(n + \text{func(sketch size)})\). The limitation of this technique is that there are problems for which there is no small sketch, from clustering when the number of clusters is large, to problems where there is no sketch at all [Har04b] – for example, for finding the closest pair of points one needs all the given input and no sketching is possible.

(B) **Prune and search.** Here one prunes away a constant fraction of the input, and continues the search recursively on the remaining input. The paramount example of such an algorithm is the linear time median finding algorithm, however, one can interpret many of the randomized algorithms in Computational Geometry as pruning algorithms [Cla88, CS89, Mul94]. For example, linear programming in constant dimension in linear time [Meg84], and its extension to LP-type problems [SW92, MSW96]. Intuitively, LP-type problems include low dimensional convex programming (a standard example is the smallest enclosing ball of a point set in constant dimension). However, surprisingly, such problems also include problems that are not convex in nature – for example, deciding if a set of (axis parallel) rectangles can be pierced by three points is an LP-type problem. Other examples of prune-and-search algorithms that work in linear time include (i) computing an ear in a triangulation of a polygon [EET93], (ii) searching in sorted matrices [FJ84], and (iii) ham-sandwich cuts in two dimensions [LMS94]. Of course, there are many other examples of using prune and search with running time that is super-linear.

(C) **Grids.** Rabin [Rab76] used randomization, the floor function, and hashing to compute the closest pair of a set of points in the plane, in expected linear time. Golin et al. [GRSS95] presented a simplified version of this algorithm, and Smid provides a survey of algorithms on closest pair problems [Smi00]. A prune and search variant of this algorithm was suggested by Khuller and Matias [KM95]. Of course, the usage of grids and hashing to perform approximate point-location is quite common in practice. By itself, this is already sufficient to break lower bounds in the comparison model, for example for \(k\)-center clustering [Har04a]. The only direct extension of Rabin’s algorithm the author is aware of is the work by Har-Peled and Mazumdar [HM05] showing a linear time 2-approximation to the smallest ball containing \(k\) points (out of \(n\) given points).

There is some skepticism of algorithms using the floor function, since Schönhage [Sch79] showed how to solve a \(\text{PSPACE}\) complete problem, in polynomial time, using the floor function in the real \(\text{RAM}\) model – the trick being packing many numbers into a single word (which can be arbitrarily long
in the RAM model, and still each operation on it takes only constant time). Note, that as Rabin's algorithm does not do any such packing of numbers (i.e., its computation model is considerably more restricted), this criticism does not seem to be relevant in the case of this algorithm and its relatives.

In this chapter, we present a new technique that combines together all of the above techniques to yield linear time approximation algorithms.

**Nets.** Given a point set \( P \), an \( r \)-net \( N \) of \( P \) is a subset of \( P \) that represents well the structure of \( P \) in resolution \( r \). Formally, we require that for any point in \( P \) there is a net point in distance at most \( r \) from it, and no two net points are closer than \( r \) to each other, see Section 2.2.2 for a formal definition. Thus, nets provide a sketch of the point set for distances that are \( r \) or larger. Nets are a useful tool in presenting point sets hierarchically. In particular, computing nets of different resolutions and linking between different levels, leads to a tree like data-structure that can be used to facilitate many tasks, see for example the net-tree [KL04, HM06] for such a data-structure for doubling metrics. Nets can be defined in any metric space, but in Euclidean space a grid can sometimes provide an equivalent representation. In particular, net-trees can be interpreted as an extension of (compressed) quadtrees to more abstract settings.

Computing nets is closely related to \( k \)-center clustering. Specifically, Gonzalez [Gon85] shows how to compute an approximate net that has \( k \) points in \( O(nk) \) time, which is also a 2-approximation to the \( k \)-center clustering. This was later improved to \( O(n) \) time, for low dimensional Euclidean space [Har04a], if \( k \) is sufficiently small (using grids and hashing). Har-Peled and Mendel showed how to preprocess a point set in a metric space with constant doubling dimension, in \( O(n \log n) \) time, such that an (approximate) \( r \)-net can be extracted in (roughly) linear time in the size of the net.

**Our contribution**

We consider problems of the following form: Given a set \( P \) of weighted points in \( \mathbb{R}^d \), one wishes to solve an optimization problem whose solution is one of the pairwise distances of \( P \) (or “close” to one of these values). Problems of this kind include computing the optimal \( k \)-center clustering, or the length of the \( k \)th edge in the MST of \( P \), and many others. Specifically, we are interested in problems for which there is a fast approximate decider. That is, given a value \( r > 0 \) we can, in linear time, decide if the desired value is (approximately) smaller than \( r \) or larger than \( r \). The goal is then to use this decider to approximate the optimum solution in linear time. As a first step towards a linear time approximation algorithm for such problems, we point out that one can compute nets in linear time in \( \mathbb{R}^d \), see Section 2.2.2.

However, even if we could implicitly search over the critical values (which we cannot) then we still would require a logarithmic number of calls to the decider which would yield a running time of \( O(n \log n) \), as the number of critical values is at least linear (and usually polynomial). So instead we use the return values of the decision procedure as we search to thin out the data so that future calls to the decision procedure become successively cheaper. However, we still cannot search over the critical values (since there are too many of them) and so we also introduce random sampling in order to overcome this.

**Outline of the new technique.** The new algorithm works by randomly sampling a point and computing the distance to its nearest neighbor. Let this distance be \( r \). Next, we use the decision procedure to decide if we are in one of the following three cases.
(A) **Net.** If \( r \) is too small then we zoom out to a resolution of \( r \) by computing an \( r \)-net and continuing the computation on the net instead of on the original point set. That is, we net the point set into a smaller point set, such that one can solve the original problem (approximately) on this smaller sketch of the input.

(B) **Prune.** If \( r \) is too large then we remove all points whose nearest neighbor is further than \( r \) away (of course, this implies we should only consider problems for which such pruning does not affect the solution). That is, we isolate the optimal solution by pruning away irrelevant data – this is similar in nature to what is being done by prune-and-search algorithms.

(C) **Done.** The value of \( r \) is the desired approximation.

We then continue recursively on the remaining data. In either case, the number of points being handled (in expectation) goes down by a constant factor and thus the overall expected running time is linear. In particular, getting this constant factor decrease is the reason we chose to sample from the set of nearest neighbor distances rather than from the set of all inter-point distances.

**Significance of results.** Our basic framework is presented in a general enough manner to cover, and in many cases greatly simplify, many problems for which linear time algorithms had already been discovered. At the same time the framework provides new linear time algorithms for a large collection of problems, for which previously no linear time algorithm was known. The framework should also lead to algorithms for many other problems which are not mentioned.

At a conceptual level the basic algorithm is simple enough (with its basic building blocks already having efficient implementations) to be highly practical from an implementation standpoint. Perhaps more importantly, with increasing shifts toward large data sets, algorithms with super linear running time can be impractical. Additionally, our framework seems amenable to distributed implementation in frameworks like MapReduce. Indeed, every iteration of our algorithm breaks the data into grid cells, a step that is similar to the map phase. In addition, the aggressive thinning of the data by the algorithm guarantees that after the first few iterations the algorithm is resigned to working on only a tiny fraction of the data.

**Significance of the netting step.** Without the net stage, our framework is already sufficient to solve the closest pair problem, and in this specific case, the algorithm boils down to the one provided by Khuller and Matias [KM95]. This seems to be the only application of the new framework where the netting is not necessary. In particular, the wide applicability of the framework seems to be the result of the netting step.

**Framework and results.** We provide a framework that classifies which optimization problems can be solved using the new algorithm. We get the following new algorithms (all of them have an expected linear running time, for any fixed \( \varepsilon \)):

(A) **\( k \)-center clustering** (Section 2.4.1). We provide an algorithm that 2-approximates the optimal \( k \)-center clustering of a point set in \( \mathbb{R}^d \). Unlike the previous algorithm [Har04a] that was restricted to \( k = O(n^{1/6}) \), the new algorithm works for any value of \( k \). This new algorithm is also simpler.

(B) **\( k \)th smallest distance** (Section 2.4.2). In the distance selection problem, given a set of points in \( \mathbb{R}^d \), one would like to compute the \( k \)th smallest distance defined by a pair of points of \( P \). It is believed that such exact distance selection requires \( \Omega(n^{4/3}) \) time in the worst case [Eri95], even in the plane (in higher dimensions the bound deteriorates). We present an \( O(n/\varepsilon^d) \) time algorithm that
(1+\varepsilon)-approximates the kth smallest distance. Previously, Bespamyatnikh and Segal [BS02] presented \(O(n \log n + n/\varepsilon^d)\) time algorithm using a well-separated pairs decomposition (see also [DHW12]).

Given two sets of points \(P\) and \(W\) with a total of \(n\) points, using the same approach, we can \((1+\varepsilon)\)-approximate the \(k\)th smallest distance in a bichromatic set of distances \(X = \{d(p,q) \mid p \in P, q \in W\}\).

Intuitively, the mechanism behind distance selection underlines many optimization problems, as it (essentially) performs a binary search over the distances induced by a set of points. As such, being able to do approximate distance selection in linear time should lead to faster approximation algorithms that perform a similar search over such distances.

(C) **The \(k\)th smallest \(m\)-nearest neighbor distance** (Section 2.4.3). For a set \(P = \{p_1, \ldots, p_n\} \subseteq \mathbb{R}^d\) of \(n\) points, and a point \(p \in P\), its \(m\)th nearest neighbor in \(P\) is the \(m\)th closest point to \(p\) in \(P \setminus \{p\}\).

In particular, let \(d_m(p, P)\) denote this distance. Here, consider the set of these distances defined for each point of \(P\); that is, \(X = \{d_m(p_1, P), \ldots, d_m(p_n, P)\}\). We can approximate the \(k\)th smallest number in this set in linear time.

(D) **Exact nearest neighbor distances** (Section 2.4.3). For the special case where \(m = 1\), one can turn the above approximation into an exact computation of the \(k\)th nearest neighbor distance with only a minor post processing grid computation.

As an application, when \(k = n\), one can compute in linear time, exactly, the furthest nearest neighbor distance; that is, the nearest neighbor distance of the point whose nearest neighbor is furthest away. This measure can be useful, for example, in meshing applications where such a point is a candidate for a region where the local feature size is large and further refinement is needed.

We are unaware of any previous work directly on this problem, although one can compute this quantity by solving the all-nearest-neighbor problem, which can be done in \(O(n \log n)\) time [Cla83]. This is to some extent the “antithesis” to Rabin’s algorithm for the closest pair problem, and it is somewhat surprising that it can also be solved in linear time.

(E) **The \(k\)th longest MST edge** (Section 2.4.4). Given a set \(P\) of \(n\) points in \(\mathbb{R}^d\), we can \((1+\varepsilon)\)-approximate, in \(O(n/\varepsilon^d)\) time, the \(k\)th longest edge in the MST of \(P\).

(F) **Smallest ball with a monotone property** (Section 2.4.5). Consider a property defined over a set of points, \(P\), that is monotone; that is, if \(W \subseteq Q \subseteq P\) has this property then \(Q\) must also have this property. Consider such a property that can be easily checked, for example, (i) whether the set contains \(k\) points, or (ii) if the points are colored, whether all colors are present in the given point set.

Given a point set \(P\), one can \((1+\varepsilon)\)-approximate, in \(O(n/\varepsilon^d)\) time, the smallest radius ball \(b\) such that \(b \cap P\) has the desired property. For example, we get a linear time algorithm to approximate the smallest ball enclosing \(k\) points of \(P\). The previous algorithm for this problem [HM05] was significantly more complicated. Furthermore, we can approximate the smallest ball such that all colors appear in it (if the points are colored), or the smallest ball such that at least \(t\) different colors appear in it, etc.

More generally, the kind of monotone properties supported are *sketchable*; that is, properties for which there is a small summary of a point set that enables one to decide if the property holds, and furthermore, given summaries of two disjoint point sets, the summary of the union point set can be computed in constant time. We believe that formalizing this notion of sketchability is a useful abstraction. See Section 2.4.5 for details.

(G) **Smallest connected component with a monotone property** (Section 2.4.5). Consider the connected components of the graph where two points are connected if they are distance at most \(r\) from each other. Using our techniques, one can approximate, in linear time, the smallest \(r\) such that
there is a connected component of this graph for which a required sketchable property holds for the points in this connected component. As an application, consider ad hoc wireless networks. Here, we have a set $P$ of $n$ nodes and their locations (say in the plane), and each node can broadcast in a certain radius $r$ (the larger the $r$ the higher the energy required, so naturally we would like to minimize it). Assume there are two special nodes. It is natural to ask for the minimum $r$, such that there is a connected component of the above graph that contains both nodes. That is, these two special nodes node can send message to each other, by message hopping (with distance at most $r$ at each hop). We can approximate this connectivity radius in linear time.

(H) Clustering for a monotone property (Section 2.4.6). Imagine that we want to break the given point set into clusters, such that the maximum diameter of a cluster is minimized (as in $k$-center clustering), and furthermore, the points assigned to each cluster comply with some sketchable monotone property. We present a $(4 + \varepsilon)$-approximation algorithm for these types of problems, that runs in $O(n/\varepsilon^d)$ time. This includes lower bounded clustering (i.e., every cluster must contain at least $\alpha$ points), for which recently the author and his co-authors provided an $O(n \log(n/\varepsilon))$ time $(4 + \varepsilon)$-approximation algorithm [ERH12]. One can get a 2-approximation using network flow, but the running is significantly worse [APF+10]. See Section 2.4.6 for examples of clustering problems that can be approximated using this algorithm.

(I) Connectivity clustering for a monotone property (Section 2.4.6). Consider the problem of computing the minimum $r$, such that each connected component (of the graph where points in distance at most $r$ from each other are adjacent) has some sketchable monotone property. We approximate the minimum $r$ for which this holds in linear time.

An application of this for ad hoc networks is the following – we have a set $P$ of $n$ wireless clients, and some of them are base stations; that is, they are connected to the outside world. We would like to find the minimum $r$, such that each connected component of this graph contains a base station.

(J) Closest pair and smallest non-zero distance (Section 2.4.7). Given a set of points in $\mathbb{R}^d$, consider the problem of finding the smallest non-zero distance defined by these points. This problem is an extension of the closest pair distance, as there might be many identical points in the given point set. We provide a linear time algorithm for computing this distance exactly, which follows easily from our framework.

High probability. Finally, we show in Section 2.5 how to modify our framework such that the linear running time holds with high probability. Since there is very little elbow room in the running time when committed to linear running time, this extension is quite challenging, and requires several new ideas and insights. See Section 2.5 for details.

What can be done without the net & prune framework. For the problems studied in this chapter, an approximation algorithm with running time $O(n \log n)$ follows by using a $(1 + \varepsilon)$-WSPD (well-separated pairs decomposition [CK95, Har11]), for some fixed $\varepsilon$, to compute $O(n)$ relevant resolutions, and then using binary search with the decider to find the right resolution. Even if the WSPD is given, it is not clear though how to get a linear time algorithm for the problems studied without using the net & prune framework. In particular, if the input has bounded spread, one can compute an $O(1)$-WSPD in linear time, and then use the WSPD inside the net & prune framework to get a deterministic linear time algorithm, see Section 2.3.3.
2.2 Preliminaries

2.2.1 Basic definitions

The **spread** of an interval $I = [x, y] \subseteq \mathbb{R}^+$ is $\text{sprd}(I) = y/x$.

**Definition 2.2.1.** For a point set $P$ in a metric space with a metric $d$, and a parameter $r > 0$, an $r$-net of $P$ is a subset $C \subseteq P$, such that (i) for every $p, q \in C$, $p \neq q$, we have that $d(p, q) \geq r$, and (ii) for all $p \in P$, we have that $\min_{q \in C} d(p, q) < r$.

Intuitively, an $r$-net represents $P$ in resolution $r$.

**Definition 2.2.2.** For a real positive number $\Delta$ and a point $p = (p_1, \ldots, p_d) \in \mathbb{R}^d$, define $G_\Delta(p)$ to be the grid cell $(\lfloor p_1/\Delta \rfloor, \ldots, \lfloor p_d/\Delta \rfloor)$.

The quantity $\Delta$ is the **width** or **sidelength** of the grid $G_\Delta$. Observe that $G_\Delta$ partitions $\mathbb{R}^d$ into cubes, which are grid **cells**. The grid cell of $p$ is uniquely identified by the integer point $\text{id}(p) = (\lfloor p_1/\Delta \rfloor, \ldots, \lfloor p_d/\Delta \rfloor)$.

For a number $r \geq 0$, let $N_{\leq r}(p)$ denote the set of grid cells in distance $\leq r$ from $p$, which is the **neighborhood** of $p$. Note, that the neighborhood also includes the grid cell containing $p$ itself, and if $\Delta = \Theta(r)$ then $|N_{\leq r}(p)| = \Theta((2 + \lfloor 2r/\Delta \rfloor^d) = \Theta(1)$. See figure on the right.

2.2.2 Computing nets quickly for a point set in $\mathbb{R}^d$

There is a simple algorithm for computing $r$-nets. Namely, let all the points in $P$ be initially unmarked. While there remains an unmarked point, $p$, add $p$ to $C$, and mark it and all other points in distance $< r$ from $p$ (i.e. we are scooping away balls of radius $r$). By using grids and hashing one can modify this algorithm to run in linear time. The following is implicit in previous work [Har04a], and we include it here for the sake of completeness* – it was also described by the author and his co-authors in [ERH12].

**Lemma 2.2.3.** Given a point set $P \subseteq \mathbb{R}^d$ of size $n$ and a parameter $r > 0$, one can compute an $r$-net for $P$ in $O(n)$ time.

**Proof:** Let $G$ denote the grid in $\mathbb{R}^d$ with side length $\Delta = r/\sqrt{d}$. First compute for every point $p \in P$ the grid cell in $G$ that contains $p$; that is, $\text{id}(p)$. Let $G$ denote the set of grid cells of $G$ that contain points of $P$. Similarly, for every cell $\square \in G$ we compute the set of points of $P$ which it contains. This task can be performed in linear time using hashing and bucketing assuming the floor function can be computed in constant time. Specifically, store the $\text{id}(\cdot)$ values in a hash table, and in constant time hash each point into its appropriate bin.

Scan the points of $P$ one at a time, and let $p$ be the current point. If $p$ is marked then move on to the next point. Otherwise, add $p$ to the set of net points, $C$, and mark it and each point $q \in P$ such that $d(p, q) < r$. Since the cells of $N_{\leq r}(p)$ contain all such points, we only need to check the lists of points stored in these grid cells. At the end of this procedure every point is marked. Since a point can only be marked if it is in distance $< r$ from some net point, and a net point is only created if it is unmarked when visited, this implies that $C$ is an $r$-net.

*Specifically, the algorithm of Har-Peled [Har04a] is considerably more complicated than Lemma 2.2.3, and does not work in this settings, as the number of clusters it can handle is limited to $O(n^{1/6})$. Lemma 2.2.3 has no such restriction.
As for the running time, observe that a grid cell, \( c \), has its list scanned only if \( c \) is in the neighborhood of some created net point. As \( \Delta = \Theta(r) \), there are only \( O(1) \) cells which could contain a net point \( p \) such that \( c \in N_{\leq r}(p) \). Furthermore, at most one net point lies in a single cell since the diameter of a grid cell is strictly smaller than \( r \). Therefore each grid cell had its list scanned \( O(1) \) times. Since the only real work done is in scanning the cell lists and since the cell lists are disjoint, this implies an \( O(n) \) running time overall. \( \blacksquare \)

Observe that the closest net point, for a point \( p \in P \), must be in one of its neighborhood’s grid cells. Since every grid cell can contain only a single net point, it follows that in constant time per point of \( P \), one can compute each point’s nearest net point. We thus have the following.

**Corollary 2.2.4.** For a set \( P \subseteq \mathbb{R}^d \) of \( n \) points, and a parameter \( r > 0 \), one can compute, in linear time, an \( r \)-net of \( P \), and furthermore, for each net point the set of points of \( P \) for which it is the nearest net point.

In the following, a **weighted point** is a point that is assigned a positive integer weight. For any subset \( S \) of a weighted point set \( P \), let \( |S| \) denote the number of points in \( S \) and let \( \omega(S) = \sum_{p \in S} \omega(p) \) denote the total weight of \( S \).

In particular, **Corollary 2.2.4** implies that for a weighted point set one can compute the following quantity in linear time.

**Algorithm 2.2.5 (net).** Given a weighted point set \( P \subseteq \mathbb{R}^d \), let \( \text{net}(r, P) \) denote an \( r \)-net of \( P \), where the weight of each net point \( p \) is the total sum of the weights of the points assigned to it. We slightly abuse notation, and also use \( \text{net}(r, P) \) to designate the algorithm (of **Corollary 2.2.4**) for computing this net, which has linear running time.

### 2.2.3 Identifying close and far points

For a given point \( p \in P \), let

\[
\nu(p, P) = \arg\min_{q \in P \setminus \{p\}} d(p, q) \quad \text{and} \quad d(p, P) = \min_{q \in P \setminus \{p\}} d(p, q),
\]

(2.1)

denote the nearest neighbor of \( p \) in \( P \setminus \{p\} \), and the distance to it, respectively. The quantity \( d(p, P) \) can be computed (naïvely) in linear time by scanning the points. For a set of points \( P \), and a parameter \( r \), let \( P^{\geq r} \) denote the set of \( r \)-**far** points; that is, it is the set of all points \( p \in P \), such that the nearest-neighbor of \( p \) in \( P \setminus \{p\} \) is at least distance \( r \) away (i.e., \( d(p, P) \geq r \)). Similarly, \( P^{<r} \) is the set of \( r \)-**close** points; that is, all points \( p \in P \), such that \( d(p, P) < r \).

**Lemma 2.2.6.** Given a weighted set \( P \subseteq \mathbb{R}^d \) of \( n \) points, and a distance \( \ell > 0 \), in \( O(n) \) time, one can compute the sets \( P^{<\ell} \) and \( P^{\geq \ell} \). Let \( \text{delFar}(\ell, P) \) denote the algorithm which computes these sets and returns \( P^{<\ell} \).

**Proof:** Build a grid where every cell has diameter \( \ell/c \), for some constant \( c > 1 \). Clearly any point \( p \in P \) such that \( d(p, P) \geq \ell \) (i.e., a far point) must be in a grid cell by itself. Therefore to determine all such “far” points only grid cells with singleton points in them need to be considered. For such a point \( q \), to determine if \( d(q, P) \geq \ell \), one checks the points stored in all grid cells in distance \( \leq \ell \) from it. If \( q \) has no such close neighbor, we mark \( q \) for inclusion in \( P^{\geq r} \). By the same arguments as in **Lemma 2.2.3**, the number of such cells is \( O(1) \). Again by the arguments of **Lemma 2.2.3** every non-empty grid cell gets scanned \( O(1) \) times.
overall, and so the running time is $O(n)$. Finally, we copy all the marked (resp. unmarked) points to $P_{\geq \ell}$ (resp. $P_{<\ell}$). The algorithm delFar($f, P$) then simply returns $P_{<\ell}$.

\section{2.3 Approximating nice distance problems}

\subsection{2.3.1 Problem definition and an example}

\textbf{Definition 2.3.1.} Let $P$ and $Q$ be two sets of weighted points in $\mathbb{R}^d$ (of the same weight). The set $Q$ is a $\Delta$-\textit{drift} of $P$, if $Q$ can be constructed by moving each point of $P$ by distance at most $\Delta$ (and not altering its weight). Formally, there is an onto mapping $f : P \rightarrow Q$, such that (i) For $p \in P$, we have that $d(p, f(p)) \leq \Delta$, and (ii) for any $q \in Q$, we have that $\omega(q)$ is the sum of the weights of all points $p \in P$ such that $f(p) = q$.

Note that for a (potentially weighted) point set $W$, net$(\Delta, W)$ is a $\Delta$-drift of $W$.

\textbf{Definition 2.3.2.} Given a set $X$ and a function $f : X \rightarrow \mathbb{R}$, a procedure \textit{decider} is a $\varphi$-\textit{decider} for $f$, if for any $x \in X$ and $r > 0$, decider$(r, x)$ returns one of the following: (i) $f(x) \in [\alpha, \varphi \alpha]$, where $\alpha$ is some real number, (ii) $f(x) < r$, or (iii) $f(x) > r$.

\textbf{Definition 2.3.3 ($\varphi$-NDP).} An instance of a $\varphi$-\textit{NiceDistanceProblem} consists of a pair $(W, \Gamma)$, where $W \subseteq \mathbb{R}^d$ is a set of $n$ distinct weighted points\footnote{The case when $W$ is a multiset can also be handled. See Remark 2.3.10.}, and $\Gamma$ is the \textit{context} of the given instance (of size $O(n)$) and consists of the relevant parameters for the problem\footnote{In almost all cases the context is a set of integers, usually of constant size.}. For a fixed $\varphi$-NDP, the task is to evaluate a function $f(W, \Gamma) \rightarrow \mathbb{R}^+$, defined over such input pairs, that has the following properties:

- \textbf{Lipschitz:} There exists an $O(n)$ time $\varphi$-decider for $f$, for some constant $\varphi \geq 1$.
- \textbf{Prune:} If $f(W, \Gamma) < r$ then $f(W, \Gamma) = f(W_{<r}, \Gamma')$, where $W_{<r}$ is the set of $r$-close points, and $\Gamma'$ is an updated context which can be computed, in $O(n)$ time, by a procedure denoted contextUpdate.

\textbf{Remark 2.3.4 ($(1 + \varepsilon)$-NDP).} If we are interested in a $(1 + \varepsilon)$-approximation, then $\varphi = 1 + \varepsilon$. In this case, we require that the running time of the provided $(1 + \varepsilon)$-decider (i.e., property Decider above) is $O(n/\varepsilon^c)$, for some constant $c \geq 1$. This covers all the applications presented in this chapter.

Our analysis still holds even if the decider has a different running time, but the overall running time might increase by a factor of $\log(1/\varepsilon)$, see Lemma 2.3.18 for details.

\textbf{An example – $k$ center clustering}

As a concrete example of an NDP, consider the problem of $k$-center clustering.

\textbf{Problem 2.3.5 ($k$Center).} Let $W$ be a set of points in $\mathbb{R}^d$, and let $k > 0$ be an integer parameter. Find a set of centers $C \subseteq W$ such that the maximum distance of a point of $W$ to its nearest center in $C$ is minimized, and $|C| = k$.

Specifically, the function of interest, denoted by $f_{cen}(W, k)$, is the radius of the optimal $k$-center clustering of $W$. We now show that $k$Center satisfies the properties of an NDP.
Remark 2.3.6. Usually one defines the input for kCenter to be a set of unweighted points. However, since the definition of NDP requires a weighted point set, we naturally convert the initial input into a set of unit weight points, \( W \). Also, for simplicity we assume \( f_{\text{cen}}(W,k) \neq 0 \), i.e. \( |W| > k \) (which can easily be checked). Both assumptions would be used implicitly throughout this chapter.

Lemma 2.3.7. The following relations between \(|\text{net}(r,W)|\) and \( f_{\text{cen}}(W,k)\) hold: (A) If we have \(|\text{net}(r,W)| \leq k\) then \( f_{\text{cen}}(W,k) < r \). (B) If \(|\text{net}(r,W)| > k\) then \( r \leq 2f_{\text{cen}}(W,k) \).

Proof: (A) Observe that if \(|\text{net}(r,W)| \leq k\), then, by definition, the set of net points of \( \text{net}(r,W) \) are a set of \( k \) centers such that all the points of \( W \) are in distance strictly less than \( r \) from these centers.

(B) If \(|\text{net}(r,W)| > k\) then \( W \) must contain a set of \( k+1 \) points whose pairwise distances are all at least \( r \). In particular any solution to \( k\text{Center} \) with radius \( r/2 \) would not be able to cover all these \( k+1 \) points with only \( k \) centers.

Lemma 2.3.8. For any instance \((W,k)\) of \( k\text{Center} \), \( f_{\text{cen}}(W,k) \) satisfies the properties of Definition 2.3.3; that is, \( k\text{Center} \) is a \((4+\varepsilon)\)-NDP, for any \( \varepsilon > 0 \).

Proof: We need to verify the required properties, see Definition 2.3.3p16.

Decider: We need to describe a decision procedure for \( k\text{Center} \) clustering. To this end, given a distance \( r \), the decider first calls \( \text{net}(r,W) \), see Algorithm 2.2.5p15. If we have \(|\text{net}(r,W)| \leq k\), then by Lemma 2.3.7 the answer “\( f_{\text{cen}}(W,k) < r \)” can be returned. Otherwise, call \( \text{net}((2 + \varepsilon/2)r, W) \). If \(|\text{net}((2 + \varepsilon/2)r, W)| \leq k\), then, by Lemma 2.3.7, we have \( r/2 \leq f_{\text{cen}}(W,k) < (2 + \varepsilon/2)r \) and “\( f \in [r/2,(2 + \varepsilon/2)r] \)” is returned. Otherwise \(|\text{net}((2 + \varepsilon/2)r, W)| > k\), and Lemma 2.3.7 implies that the answer “\( r < f_{\text{cen}}(W,k) \)” can be returned by the decider.

Lipschitz: Observe that if \( Q \) is a \( \Delta \)-drift of \( W \), then a point and its respective center in a \( k \)-center clustering of \( W \) each move by distance at most \( \Delta \) in the transition from \( W \) to \( Q \). As such, the distance between a point and its center changes by at most \( 2\Delta \) by this process. This argument also works in the other direction, implying that the \( k \)-center clustering radius of \( W \) and \( Q \) are the same, up to an additive error of \( 2\Delta \).

Prune: It suffices to show that if \( f_{\text{cen}}(W,k) < r \) then \( f_{\text{cen}}(W,k) = f_{\text{cen}}(W^{\geq r}, k - |W^{\geq r}|) \). Now, if \( f_{\text{cen}}(W,k) < r \) then any point of \( W \) whose neighbors are all \( \geq r \) away must be a center by itself in the optimal \( k \)-center solution, as otherwise it would be assigned to a center \( \geq r > f_{\text{cen}}(W,k) \) away. Similarly, any point assigned to it would be assigned to a point \( \geq r > f_{\text{cen}}(W,k) \) away. Therefore, for any point \( p \in W \) whose nearest neighbor is at least distance \( r \) away, \( f_{\text{cen}}(W,k) = f_{\text{cen}}(W \setminus \{p\}, k - 1) \).

Repeating this observation implies the desired result. The context update (and computing \( W^{\leq r} \) and \( W^{\geq r} \)) can be done in linear time using \text{delfar}, see Lemma 2.2.6p15.

2.3.2 A linear time approximation algorithm

We now describe the general algorithm which given a \( \varphi \)-NDP, \((W,\Gamma)\), and an associated target function, \( f \), computes in linear time a \( O(\varphi) \) spread interval containing \( f(W,\Gamma) \). In the following, let \text{decider} denote the given \( \varphi \)-decider, where \( \varphi \geq 1 \) is some parameter. Also, let \text{contextUpdate} denote the context updater associated with the given NDP problem, see Definition 2.3.3. Both \text{decider} and \text{contextUpdate} run in linear time. The algorithm for bounding the optimum value of an NDP is shown in Figure 2.1.
Let \( P \) be a point set. A \((2+\varepsilon)\ell\)-net of \( P \), for any \( \varepsilon > 0 \), can contain at most half the points of \( P^{\leq \ell} \).

**Proof:** Consider any point \( p \) in \( P^{\leq \ell} \) which became one of the net points. Since \( p \in P^{\leq \ell} \), a disk of radius \( \ell \) centered at \( p \) must contain another point \( q \) from \( P^{\leq \ell} \) (indeed, \( p \in P^{\leq \ell} \) only if its distance from its nearest neighbor in \( P \) is at most \( \ell \)). Moreover, \( q \) cannot become a net point since it is too close to \( p \). Now if we place a ball of radius \( \ell \) centered at each point of \( P^{\leq \ell} \) which became a net point, then these balls will be disjoint.

### Figure 2.1: The approximation algorithm. The implicit target value being approximated is \( f = f(W, \Gamma) \), where \( f \) is a \( \varphi \)-NDP. That is, there is a \( \varphi \)-decider for \( f \), denoted by \( \text{decider} \), and the only access to the function \( f \) is via this procedure.

**Remark 2.3.9.** For the sake of simplicity of exposition we assume that \( f(W, \Gamma) \neq 0 \). Since all our applications have \( f(W, \Gamma) \neq 0 \) we choose to make this simplifying assumption. In particular, we later show in Corollary 2.3.16 that if initially \( f(W, \Gamma) \neq 0 \), then \( \text{ndpAlg} \) preserves this property.

**Remark 2.3.10.** Note that the algorithm of Figure 2.1 can be modified to handle inputs where \( W \) is a multiset (namely, two points can occupy the same location), and we still assume (as done above) that \( f(W, \Gamma) \neq 0 \). Specifically, it must be ensured that the distance computed in Line 2 is not zero, as this is required for the call to \( \text{decider} \). This can be remedied (in linear time) by first grouping all the duplicates of the point sampled in Line 1 into a single weighted point (with the sum of the weights) before calling Line 2. This can be done by computing a net for a radius that is smaller than (say) half the smallest non-zero distance. How to compute this distance is described in Section 2.4.7.

**Analysis**

A **net iteration** of the algorithm is an iteration where \( \text{net} \) gets called. A **prune iteration** is one where \( \text{delFar} \) gets called. Note that the only other type of iteration is the one where the algorithm returns. In the following, \( P^{\leq \ell} \) is defined analogously to \( P^{< \ell} \) (see Section 2.2.3).

### Lemma 2.3.11.

Let \( P \) be a point set. A \((2+\varepsilon)\ell\)-net of \( P \), for any \( \varepsilon > 0 \), can contain at most half the points of \( P^{\leq \ell} \).

<table>
<thead>
<tr>
<th>( \text{ndpAlg}(W, \Gamma) )</th>
<th>( \text{while } \text{TRUE} \text{ do} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Randomly pick a point ( p ) from ( W_{i-1} ).</td>
<td></td>
</tr>
<tr>
<td>2: ( \ell_i \leftarrow d(p, W_{i-1}) ).</td>
<td></td>
</tr>
<tr>
<td>// Next, estimate the value of ( f_{i-1} = f(W_{i-1}, \Gamma_{i-1}) )</td>
<td></td>
</tr>
<tr>
<td>( \text{res}<em>&gt; = \text{decider}(\ell_i, W</em>{i-1}, \Gamma_{i-1}) )</td>
<td></td>
</tr>
<tr>
<td>( \text{res}<em>&lt; = \text{decider}(\epsilon</em>{\text{net}} \ell_i, W_{i-1}, \Gamma_{i-1}) )</td>
<td></td>
</tr>
<tr>
<td>// ( \epsilon_{\text{net}} = 37 ): Corollary 2.3.16.</td>
<td></td>
</tr>
<tr>
<td>3: if ( \text{res}<em>&gt; = &quot;f</em>{i-1} \in [x, y]/&quot; ) then return ( &quot;f(W, \Gamma) \in [x/2, 2y]/&quot; ).</td>
<td></td>
</tr>
<tr>
<td>4: if ( \text{res}<em>&lt; = &quot;f</em>{i-1} \in [x', y']/&quot; ) then return ( &quot;f(W, \Gamma) \in [x'/2, 2y']/&quot; ).</td>
<td></td>
</tr>
<tr>
<td>5: if ( \text{res}<em>&gt; = &quot;f</em>{i-1} &lt; \ell_i&quot; ) then</td>
<td></td>
</tr>
<tr>
<td>( W_i = \text{delFar}(\ell_i, W_{i-1}) )</td>
<td></td>
</tr>
<tr>
<td>( \Gamma_i = \text{contextUpdate}(W_{i-1}, \Gamma_{i-1}, W_i) )</td>
<td></td>
</tr>
<tr>
<td>// Prune</td>
<td></td>
</tr>
<tr>
<td>6: if ( \text{res}<em>&lt; = &quot;\epsilon</em>{\text{net}} \ell_i &lt; f_{i-1}&quot; ) then</td>
<td></td>
</tr>
<tr>
<td>( W_i = \text{net}(3\ell_i, W_{i-1}) )</td>
<td></td>
</tr>
<tr>
<td>// Net</td>
<td></td>
</tr>
<tr>
<td>7: ( i = i + 1 )</td>
<td></td>
</tr>
</tbody>
</table>
because the pairwise distance between net points is \( \geq (2 + \varepsilon) \ell \). Therefore each point of \( \mathbb{P}^{\leq \ell} \) which became a net point can charge to at least one point of \( \mathbb{P}^{\leq \ell} \) which did not make it into the net, such that no point gets charged twice.

**Lemma 2.3.12.** Given an instance \((\mathcal{W}, \Gamma)\) of an NDP, the algorithm \( \text{ndpAlg}(\mathcal{W}, \Gamma) \) runs in expected \( O(n) \) time.

**Proof:** In each iteration of the while loop the only non-trivial work done is in computing \( \ell_i \), the two calls to \text{decider}, and the one call to either \text{net} or \text{delFar}. It has already been shown that all of these can be computed in \( O(|\mathcal{W}_{i-1}|) \) time. Hence the total running time for the algorithm is \( O\left(\sum_{i=0}^{k-1} |\mathcal{W}_i|\right) \), where \( k \) denotes the last (incomplete) iteration of the while loop.

So consider the beginning of iteration \( i < k \) of the while loop. Let the points in \( \mathcal{W}_{i-1} \) be labeled \( p_1, p_2, \ldots, p_m \) in increasing order of their nearest neighbor distance in \( \mathcal{W}_{i-1} \). Let \( j \) be the index of the point chosen in Line 1 and let \((\mathcal{W}_{i-1})^{\geq j}\) and \((\mathcal{W}_{i-1})^{\leq j}\) be the subset of the points with index \( \geq j \) and index \( \leq j \), respectively. Now since a point is randomly picked in Line 1, with probability \( \geq 1/2 \), \( j \in [m/4, 3m/4] \). Lets call this event a *successful iteration*. We have \( \min\left(|(\mathcal{W}_{i-1})^{\geq j}|, |(\mathcal{W}_{i-1})^{\leq j}|\right) \geq |\mathcal{W}_{i-1}|/4 \) for a successful iteration.

Since \( i < k \) is not the last iteration of the while loop, either \text{delFar} or \text{net} must get called. If \( \text{delFar}(\ell_i, \mathcal{W}_{i-1}) \) gets called (i.e. Line 6) then by Lemma 2.2.6, all of \((\mathcal{W}_{i-1})^{\geq j}\) gets removed. So suppose \text{net} gets called (i.e. Line 7). In this case Lemma 2.3.11 implies that the call to \text{net} removes at least \( |(\mathcal{W}_{i-1})^{\geq j}|/2 \) points.

Therefore, for any iteration \( i < k \), at least \( \nu_i = \min\left(|(\mathcal{W}_{i-1})^{\geq j}|, |(\mathcal{W}_{i-1})^{\leq j}|/2\right) \) points get removed. If an iteration is successful then \( \nu_i \geq |\mathcal{W}_{i-1}|/8 \). In particular, \( E[\nu_i | |\mathcal{W}_{i-1}|] \geq |\mathcal{W}_{i-1}|/16 \). Now, \( |\mathcal{W}_i| \leq |\mathcal{W}_{i-1}| - \nu_i \) and as such \( E[|\mathcal{W}_i| | |\mathcal{W}_{i-1}|] \leq (15/16) |\mathcal{W}_{i-1}| \).

Therefore, for \( 0 < i < k \),

\[
E[|\mathcal{W}_i|] = E[E[|\mathcal{W}_i| | |\mathcal{W}_{i-1}|]] \leq E\left[\frac{15}{16} |\mathcal{W}_{i-1}|\right] = \frac{15}{16} E[|\mathcal{W}_{i-1}|].
\]

Hence, by induction on \( i \), \( E[|\mathcal{W}_i|] \leq (15/16)^i |\mathcal{W}_0| \) and so, in expectation, the running time is bounded by

\[
O\left(E\left[\sum_{i=0}^{k-1} |\mathcal{W}_i|\right]\right) = O\left(\sum_{i=0}^{k-1} E[|\mathcal{W}_i|]\right) = O\left(\sum_{i=0}^{k-1} (15/16)^i |\mathcal{W}_0|\right) = O\left(|\mathcal{W}_0|\right).
\]

**Correctness.** The formal proof of correctness is somewhat tedious, but here is the basic idea: At every iteration, either far points are being thrown away (and this does not effect the optimal value), or we net the points. However, the net radius being used is always significantly smaller than the optimal value, and throughout the algorithm execution the radii of the nets being used grow exponentially. As such, the accumulated error in the end is proportional to the radius of the last net computation before termination, which itself is also much smaller than the optimal value.

Before proving that \( \text{ndpAlg} \) returns a bounded spread interval containing \( f(\mathcal{W}_0, \Gamma_0) \), several helper lemmas will be needed. For notational ease, in the rest of this section, we use \( f(\mathcal{W}_i) \) as shorthand for \( f(\mathcal{W}_i, \Gamma_i) \).
Lemma 2.3.13. Suppose that net is called in iteration $i$ of the while loop (i.e., Line 7 in Figure 2.1). Then for any iteration $j > i$ we have, $\ell_j \geq 3\ell_i$.

Proof: Consider the beginning of iteration $j$ of the while loop. The current set of points, $W_{j-1}$, are a subset of the net points of a $3\ell_i$-net (it is a subset since Line 6 and Line 7 might have been executed in between iterations $i$ and $j$). Therefore, being a net, the distance between any two points of $W_{j-1}$ is $\geq 3\ell_i$, see Definition 2.2.1. In particular, this means that for any point $p$ of $W_{j-1}$, we have $d(p, W_{j-1}) \geq 3\ell_i$.

Lemma 2.3.14. For $i = 1, \ldots, k$, we have $|f(W_i) - f(W_0)| \leq 9\ell_i$.

Proof: Let $I$ be the set of indices of the net iterations up to (and including) the $i$th iteration. Similarly, let $\mathcal{T}$ be the set of iterations where delFar get called.

If net was called in the $j$th iteration, then $W_j$ is a $3\ell_j$-drift of $W_{j-1}$ and so by the Lipschitz property, $|f(W_j) - f(W_{j-1})| \leq 6\ell_j$. On the other hand, if delFar gets called in the $j$th iteration, then $f(W_j) = f(W_{j-1})$ by the Prune property. Let $m = \max I$, we have that

$$|f(W_i) - f(W_0)| \leq \sum_{j=1}^{i} |f(W_j) - f(W_{j-1})| = \sum_{j \in I} |f(W_j) - f(W_{j-1})| + \sum_{j \in \mathcal{T}} |f(W_j) - f(W_{j-1})| \leq \sum_{j \in I} 6\ell_j + \sum_{j \in \mathcal{T}} 0 \leq 6\ell_i \sum_{j=0}^{\infty} \frac{1}{3^j} \leq 9\ell_i,$$

by Lemma 2.3.13.

The following lemma testifies that the radii of the nets computed by the algorithm are always significantly smaller than the value we are trying to approximate.

Lemma 2.3.15. For any iteration $i$ of the while loop such that net gets called, we have $\ell_i \leq f(W_0)/\eta$, where $0 < \eta = c_{\text{net}} - 9$.

Proof: The proof will be by induction. Let $m_1, \ldots, m_t$ be the indices of the iterations of the while loop in which net gets called. For the base case, observe that in order for net to get called, we must have $\eta\ell_{m_1} < c_{\text{net}}\ell_{m_1} < f(W_{m_1-1})$. However, since this is the first iteration in which net is called it must be that $f(W_0) = f(W_{m_1-1})$ (since for all previous iterations delFar must have been called).

So now suppose that $\ell_{m_j} \leq f(W_0)/\eta$ for all $m_j < m_i$. If a call to net is made in iteration $m_i$ then again $c_{\text{net}}\ell_{m_i} < f(W_{m_{i-1}}) = f(W_{m_{i-1}-1})$. Thus, by Lemma 2.3.14 and induction, we have

$$\ell_{m_i} < \frac{f(W_{m_{i-1}})}{c_{\text{net}}} \leq \frac{f(W_0) + 9\ell_{m_{i-1}}}{c_{\text{net}}} \leq \frac{f(W_0) + 9f(W_0)/\eta}{c_{\text{net}}} = \frac{1 + 9/\eta}{c_{\text{net}}} f(W_0) = \frac{f(W_0)}{\eta},$$

if $\eta = \frac{c_{\text{net}}}{1 + 9/\eta}$. This in turn is equivalent to $\eta + 9 = c_{\text{net}}$, which is true by definition.

Setting $c_{\text{net}} = 37$, results in $\eta = 28$, and by Lemma 2.3.15, for all $i$ that correspond to a net iteration, $\ell_i \leq f(W_0)/28$. By Lemma 2.3.14, for any net iteration $i$, we have

$$|f(W_i) - f(W_0)| \leq 9\ell_i \leq f(W_0)/3.$$
In particular, we conclude that \(|f(W_i) - f(W_0)| \leq f(W_0)/3\) for any iteration \(i\). We thus get the following.

**Corollary 2.3.16.** For \(c_{\text{net}} \geq 37\), and any \(i\), we have:

(A) \((2/3)f(W_0) \leq f(W_i) \leq (4/3)f(W_0)\).

(B) If \(f(W_i) \in [x,y]\) then \(f(W_0) \in [(3/4)x, (3/2)y] \subseteq [x/2, 2y]\).

(C) If \(f(W_0) > 0\) then \(f(W_i) > 0\).

**Lemma 2.3.17.** For \(c_{\text{net}} \geq 37\), given an instance \((W, \Gamma)\) of a \(\varphi\)-NDP, \(\text{ndpAlg}(W, \Gamma)\) returns an interval \([x', y']\) containing \(f(W, \Gamma)\), where \(\text{sprd}([x', y']) \leq 4 \max(\varphi, c_{\text{net}})\).

**Proof:** Consider the iteration of the while loop at which \(\text{ndpAlg}\) terminates, see Figure 2.1. If Line 3 or Line 4 get executed at this iteration, then the interval \([x,y]\) was computed by the \(\varphi\)-decider, and has spread \(\leq \varphi\). As such, by Corollary 2.3.16, the returned interval \([x', y'] = [x/2, 2y]\) contains the optimal value, and its spread is \(\leq 4\varphi\).

A similar argumentation holds if Line 5 gets executed. Indeed, the returned interval contains the desired value, and its spread is \(4c_{\text{net}}\).

\[
\text{Lemma 2.3.18.} \quad \text{Given an instance of a \(\varphi\)-NDP defined by a set of \(n\) points in \(\mathbb{R}^d\), one can get a \(\varphi\)-approximation to its optimal value, in \(O(T(n))\) expected time, where \(T(n)\) is the running time of the \text{decider} procedure, and \(\varphi \geq 3/2\).}
\]

If \(\varphi = 1 + \varepsilon\), for some \(\varepsilon \in (0,1)\), (i.e., \text{decider} is \((1 + \varepsilon)\)-decider), then one can compute a \((1 + \varepsilon)\)-approximation to the optimal value, and the expected running time is \(O(T(n) \log \varepsilon^{-1})\).

**Proof:** Let \((W, \Gamma)\) be the given \(\varphi\)-NDP instance, and let \text{decider} be the corresponding \(\varphi\)-decider. By Lemma 2.3.12 and Lemma 2.3.17, in expected \(O(n)\) time, one can get a bounded spread interval \([\gamma, c\gamma]\), for some constant \(c \geq 1\) such that \(c = O(\varphi)\), such that \(f = f(W, \Gamma) \in [\gamma, c\gamma]\). If \(c \leq \varphi\) then we are done. Otherwise, perform a binary search over this interval.

Specifically, for \(i = 0, 1, \ldots, m = \lfloor \log_{\varphi} c \rfloor\), let \(\gamma_i = \varphi^i \gamma\) and let \(\gamma_{i+1} = c\gamma_i\). Now perform a binary search over the \(\gamma_i\)’s using \text{decider}. If any of the calls returns an interval \([x, \varphi x]\) that contains the optimal value, then \(f = \varphi x \leq \varphi f\) and so \(\varphi x\) can be returned as the desired \(\varphi\)-approximation. Otherwise, if \(f < \gamma_i\) or \(f > \gamma_i\) the binary search moves left or right, respectively. In the end, the search ends up with an interval \((\gamma_i, \gamma_{i+1}) = (\gamma_i, \varphi \gamma_i)\) which must contain the optimal value, and again, its spread is \(\varphi\), and it thus provide the required approximation.

The running time is dominated by the calls to the decider procedure (we are assuming here that \(T(n) = \Omega(n)\)). Clearly, the number of calls to the decider performed by this algorithm is \(O(\log m) = O(\log \log_\varphi 4\varphi) = O(1)\), if \(\varphi \geq 3/2\). Otherwise, if \(\varphi = 1 + \varepsilon\), then

\[
O(\log m) = O(\log \log_\varphi 4\varphi) = O\left(\ln \left(1 + \frac{\ln 4}{\ln(1 + \varepsilon)}\right)\right) = O\left(\log \left(1 + \frac{1}{\varepsilon}\right)\right) = O\left(\log \frac{1}{\varepsilon}\right),
\]

since \(\ln(1 + \varepsilon) \geq \ln e^{\varepsilon/2} = \varepsilon/2\), for \(\varepsilon \in (0, 1/2)\), as can be easily verified.
The following is a restatement of the main result in the settings of Definition 2.3.3, where it was assumed assumed $T(n) = O(n)$, or $T(n) = O(n/\varepsilon^d)$ when $\varphi = 1 + \varepsilon$. In the latter case, one can remove the $\log(1/\varepsilon)$ factor from the running time.

**Theorem 2.3.19.** Given an instance of a $\varphi$-NDP defined by a set of $n$ points in $\mathbb{R}^d$, one can get $\varphi$-approximate the optimal value, in expected $O(n)$ time, assuming $\varphi \geq 3/2$.

For the case $\varphi = (1 + \varepsilon) \in (1, 2)$, given an $(1 + \varepsilon)$-decider, with running time $O(n/\varepsilon^c)$, one can $(1 + \varepsilon)$-approximate, in $O(n/\varepsilon^c)$ expected time, the given $(1 + \varepsilon)$-NDP, where $c \geq 1$ is some constant.

**Proof:** Lemma 2.3.18 readily implies the first half, as we are now assuming $T(n) = O(n)$. As for the second half, Lemma 2.3.18 implies that one can get a $(1 + \varepsilon)$-approximation in expected $O(n \log(1/\varepsilon)/\varepsilon^c)$ time. However, by using the same procedure as in the proof of Lemma 2.3.18 but with exponentially decreasing values for $\varepsilon$ in the binary search, a factor of $\log(1/\varepsilon)$ can be avoided. This is a standard idea and was also used by Aronov and Har-Peled [AH08].

Let $\text{decider}_\varepsilon$ be our $(1 + \varepsilon)$-decider. If $\varepsilon$ is set to any constant (say 1/2), then by Lemma 2.3.12 and Lemma 2.3.17, in expected linear time, one can get a bounded spread interval $[\gamma, c\gamma]$, for some $c = O(\varphi)$, such that $f = f(W, \Gamma) \in \mathcal{I}_0 = [\gamma, c\gamma]$.

Set $c = 1 + \varepsilon_0$ and $i = 1$. The algorithm now proceeds in rounds, doing the following in the $i$th round:

(A) Assume that in the beginning of the $i$th iteration, we know that

$$f \in \mathcal{I}_{i-1} = [x_{i-1}, y_{i-1}],$$

where $y_{i-1} = (1 + \varepsilon_{i-1})x_{i-1}$.

If $\varepsilon_{i-1} \leq \varepsilon$, then we found the desired approximation, and the algorithm stops.

(B) Set $\varepsilon_i = \sqrt{1 + \varepsilon_{i-1}} - 1$ and $m_i = (1 + \varepsilon_i)x_{i-1}$.

(C) $R_i \leftarrow \text{decider}_{\varepsilon_i}(m_i, W, \Gamma)$, see Definition 2.3.2p16.

(D) There are three possibilities:

(i) If $R_i = "f < m_i"$, then set $\mathcal{I}_i \leftarrow [x_{i-1}, m_i]$.

(ii) If $R_i = "f > m_i"$, then set $\mathcal{I}_i \leftarrow [m_i, y_{i-1}]$.

(iii) If $R_i = "f \in \mathcal{I} = [z, (1 + \varepsilon_i)z]"$, then set $\mathcal{I}_i \leftarrow \mathcal{I}$.

(E) $i \leftarrow i + 1$.

In each round, the algorithm computes an interval of spread $y_i/x_i = 1 + \varepsilon_i$ that contains $f$, and

$$\varepsilon_i = \sqrt{1 + \varepsilon_{i-1}} - 1 = \frac{1 + \varepsilon_{i-1} - 1}{\sqrt{1 + \varepsilon_{i-1}} + 1} \leq \frac{\varepsilon_{i-1}}{2}.$$

Since the main bottleneck in each iteration is calling $\text{decider}_{\varepsilon_i}$, which runs in $O(n/\varepsilon_i^c)$ time, the total running time is bounded by,

$$\sum_{i=1}^{\infty} O(n/\varepsilon_i^c) = O(n/\varepsilon^c),$$

since the sum behaves like a geometric series and the last term is $O(n/\varepsilon^c)$. \hfill \blacksquare

**A deterministic algorithm for the bounded spread case**

The random sampling in the algorithm of Theorem 2.3.19 can be removed if the spread of $P$ is polynomially bounded. Indeed, then one can snap the points to a grid, so that the points have integer coordinates
with polynomially bounded values. A compressed quadtree and a $O(1)$-WSPD of the snapped point set can be computed in linear time [Har11, Cha08]. Given such a WSPD, one can compute for each point its (approximate) nearest neighbor, and compute the median distance in this list in linear time. Using this value in each iteration of ndpAlg (instead of picking a random point and computing its nearest neighbor distance) results in an algorithm with linear running time. Note that the resulting algorithm is deterministic.

2.4 Applications

We now show that Theorem 2.3.19 can be applied to a wide array of problems. In order to apply it, one needs to show that the given problem meets the requirements of an NDP. Often the inputs to the problems considered are unweighted point sets. As such, when we say such a problem is an NDP, it is actually defined for unit weighted point sets. We also continue making the simplifying assumption that the optimum value is strictly positive (see Remark 2.3.9).

2.4.1 $k$-center clustering

Since computing a $k$-center clustering is an NDP problem (Lemma 2.3.8), plugging this into Theorem 2.3.19, immediately yields a constant factor approximation to $k$-center in linear time. It is easy to convert such an approximation to a 2-approximation using a grid, see Har-Peled [Har04a, Lemma 6.5]. Thus we get the following.

**Theorem 2.4.1.** Given a set $P$ of $n$ points in $\mathbb{R}^d$, and a parameter $k$, $1 \leq k \leq n$, one can compute a $2$-approximation to the optimal $k$-center clustering of $P$ in (expected) linear time.

A result similar to Theorem 2.4.1 was already known for the case $k = O(n^{1/3}/\log n)$ [Har04a], and the above removes this restriction. In addition, the new algorithm and its analysis are both simpler than the previous algorithm.

2.4.2 The $k$th smallest distance

**Claim 2.4.2.** Let $S$ and $S'$ be subsets of $\mathbb{R}$ of size $n$, such that $S'$ is obtained by taking each value in $S$ and increasing or decreasing it by less than $\Delta$. Let $v$ and $v'$ be the $k$th smallest values in $S$ and $S'$, respectively. Then $|v - v'| \leq \Delta$.

**Proof:** Suppose for contradiction that $|v - v'| > \Delta$. If $v' - v > \Delta$ then $S'$ has at least $n - k + 1$ values strictly larger than $v + \Delta$ which implies $S$ has at least $n - k + 1$ values strictly larger than $v$. Similarly if $v - v' > \Delta$ then $S'$ has at least $k$ values strictly smaller than $v - \Delta$ which implies $S$ has at least $k$ values strictly smaller than $v$.

**Lemma 2.4.3.** Let $W$ be a weighted point set in $\mathbb{R}^d$, and let $k > 0$ be an integer parameter. Let $\binom{W}{2}$ denote the multi-set of pairwise distances determined by $W$. Given an instance $(W,k)$ the $k$\text{thDistance} problem asks you to output the $k$th smallest distance in $\binom{W}{2}$. Given such an instance, one can $(1 + \varepsilon)$-approximate the $k$th smallest distance in (expected) time $O(n/\varepsilon^d)$.

\footnote{In particular a point of weight $m$ is viewed as $m$ unit weight points when determining the values of $\binom{W}{2}$. For simplicity we assume that the $k$th distance in $W$ is not zero (i.e. it is determined by two distinct points).}
Proof: Let \( f(W,k) \) be the function that returns the \( k \)th smallest distance. We prove that this function is an \((1+\varepsilon)\)-NDP (see Definition 2.3.3). 

Decider: Given \( r \) and \( \varepsilon \), build a grid where every cell has diameter \( \delta = \varepsilon r/8 \), and store the points of \( W \) in this grid. Now, for any non-empty grid cell \( \square \), let \( \omega(\square) \) be the total weight of points in \( \square \cap W \), and register this weight with all the grid cells in distance at most \( k > S \) from it, i.e. all cells in \( N_{\leq r}(\square) \) (where \( N_{\leq r}(\square) \) is defined analogously for grid cells as \( N_{\leq r}(p) \) was for points in Definition 2.2.2). Let \( \omega_N(\square) \) denote the total weight registered with a cell \( \square \) (which includes its own weight). Any point in \( \square \) determines \( \omega_N(\square) - 1 \) distances to other points in \( N_{\leq r}(\square) \). Therefore the total number of distances between points in \( \square \) and points in \( N_{\leq r}(\square) \) is \( \omega(\square)(\omega_N(\square) - 1) \). Summing this over all cells (and dividing by 2 to avoid double counting) gives the quantity 

\[
S = \sum_{\square, \omega(\square) \neq 0} \frac{\omega(\square)}{2} \left( \omega_N(\square) - 1 \right).
\]

Note, that the count \( S \) includes all distances which are \( \leq r \), and no distances \( > r + 2\delta \). So let the desired \( k \)th distance be denoted by \( \ell_k \). Thus, if \( k \leq S \) then \( \ell_k \leq r + 2\delta = (1 + \varepsilon/4)r \). Similarly, if \( k > S \) then \( \ell_k > r \). Therefore, to build a \((1+\varepsilon)\)-decider for distance \( r \), we run the above counting procedure on \( r_1 = r/(1+\varepsilon/3) \) and \( r_2 = r \), and let \( S_1 \) and \( S_2 \) be the two counts computed, respectively. There are three cases:

(I) If \( k \leq S_1 \) then \( \ell_k \leq (1 + \varepsilon/4)r/(1 + \varepsilon/3) < r \), and return this result.

(II) If \( k \leq S_2 \) then \( \ell_k \leq (1 + \varepsilon/4)r_2 = (1 + \varepsilon/4)r \), then \( \ell_k \in [r/(1 + \varepsilon/3), (1 + \varepsilon/4)r] \), and this interval has spread \( (1 + \varepsilon/4)(1 + \varepsilon/3) < 1 + \varepsilon \). The decider returns that this interval contains the desired value.

(III) The only remaining possibility is that \( \ell_k > r_2 \), and the decider returns this.

The running time of this decision procedure is \( O(n/\varepsilon^d) \).

Lipschitz: Since the distance between any pair of points changes by at most \( 2\Delta \) in a \( \Delta \)-drift, the Lipschitz condition holds by Claim 2.4.2.

Prune: By assumption, the \( k \)th smallest distance is determined by two distinct weighted points \( p \) and \( q \). Clearly these points are not in \( W^{\leq r} \) since \( d(p,q) = f(W,k) < r \). So consider any point \( s \in W^{\leq r} \). Since removing \( s \) does not remove the distance \( d(p,q) \) from the set of remaining distances, all that is needed is to show how to update \( k \). Clearly, \( s \) contributes \( \omega(s) \times \omega(W \setminus \{s\}) \) distances, all of value \( \geq r \), to \( \langle W \rangle \), and \( \langle \omega(s) \rangle \) pairwise distances of value zero. Thus, after removing \( s \) from \( W \), the new context is \( k - \langle \omega(s) \rangle \).

The algorithm of Lemma 2.4.3 also works (with minor modifications) if we are interested in the \( k \)th distance between two sets of points (i.e., the bipartite version).

**Corollary 2.4.4.** Given two sets \( P \) and \( Q \) of points in \( \mathbb{R}^d \), of total size \( n \), and parameters \( k \) and \( \varepsilon > 0 \), one can \((1+\varepsilon)\)-approximate, in expected \( O(n/\varepsilon^d) \) time, the following:

(A) The \( k \)th smallest bichromatic distance. Formally, this is the smallest \( k \)th number in the multiset \( X = \{d(p,q) \mid p \in P, q \in Q\} \).

(B) The closest bichromatic pair between \( P \) and \( Q \).
2.4.3 The $k$th smallest $m$-nearest neighbor distance

For a set $P = \{p_1, \ldots, p_n\} \subseteq \mathbb{R}^d$ of $n$ points, and a point $p \in P$, its $m$th nearest neighbor in $P$ is the $m$th closest point to $p$ in $P \setminus \{p\}$. In particular, let $d_m(p, P)$ denote this distance. Here, consider the multiset of these distances defined for each point of $P$; that is, $X = \{d_m(p_1, P), \ldots, d_m(p_n, P)\}$. Interestingly, for any $m$, we can approximate the $k$th smallest number in this set in linear time.

In order to use $\text{ndpAlg}$, one needs to generalize the problem to the case of weighted point sets. Specifically, a point $p$ of weight $\omega(p)$ is treated as $\omega(p)$ distinct points at the same location. As such, the set $X$ from the above is actually a multiset containing $\omega(p)$ copies of the value $d_m(p, P)$. In particular, if $\omega(p) > m$ then $d_m(p, P) = 0$.

**Theorem 2.4.5.** Let $W$ be a set of $n$ weighted points in $\mathbb{R}^d$, and $m, k, \varepsilon$ parameters. Then one can $(1 + \varepsilon)$-approximate, in expected $O(n/\varepsilon d)$ time, the $k$th smallest $m$-nearest neighbor distance in $W$. Formally, the algorithm $(1 + \varepsilon)$-approximates the $k$th smallest number in the multiset $X = \{d_m(p_1, W), \ldots, d_m(p_n, W)\}$.

**Proof:** We establish the required properties, see Definition 2.3.3$_{p16}$.

**Decider:** Let $f(W, k, m)$ denote the desired quantity. We first need a $(1 + \varepsilon)$-decider for this problem. To this end, given $r, k, m, \varepsilon$ and $W$ as input, create a grid with cells of diameter $\varepsilon r/4$, and mark for each point of $W$ all the grid cells in distance at most $r$ from it. Each non-empty grid cell has a count of the total weight of the points in distance at most $r$ from it. Thus, each point of $W$ can compute the total weight of all points which are approximately in distance at most $r$ from it. Now, a point $p \in W$, can decide in constant time if (approximately) $d_m(p, W) \leq r$. If the number of points which declare $d_m(p, W) \leq r$ (where a point $p$ is counted $\omega(p)$ times) is greater than $k$ then the distance $r$ is too large, and if it is smaller than $k$ than $r$ is too small. Being slightly more careful about the details (as was done in the proof of Lemma 2.4.3) one can verify this leads to a $(1 + \varepsilon)$-decider for this problem.

**Lipschitz:** Clearly the Lipschitz property holds in this case, as $\Delta$-drift only changes inter-point distances by at most an additive term of $2\Delta$.

**Prune:** We need to show that $k$ can be updated properly for a weighted point $p$ whose nearest neighbor is further away than $f(W, k, m)$. If $\omega(p) > m$ then we are throwing away $\omega(p)$ points, all with $d_m(p, W) = 0$, and so $k$ should be update to $k - \omega(p)$ when $p$ is removed. Similarly, if $\omega(p) \leq m$ then all the points, that $p$ corresponds to, have $d_m(p, W)$ larger than the threshold, and $k$ does not have to be updated.

Plugging this into Theorem 2.3.19 implies the desired result. 

**Remark 2.4.6.** Theorem 2.4.5 can be easily extended to work in the bichromatic case. That is, there are two point sets $P$ and $Q$, and we are interested in the $m$th nearest neighbor of a point $p \in P$ in the set $Q$. It is easy to verify that the same time bounds of Theorem 2.4.5 hold in this case.

In particular, setting $k = |P|$ and $m = 1$ in the bichromatic case, the computed distance will be the minimum radius of the balls needed to be placed around the points of $Q$ to cover all the points of $P$ (or vice versa).

**Exact nearest neighbor distances, and furthest nearest neighbor**

Using Theorem 2.4.5 with $m = 1$ and $\varepsilon = 1$, results in a 2-approximation, in $O(n)$ time, to the $k$th nearest neighbor distance of $P$. We now show how this can be converted into an exact solution.
So we have a quantity $r$ that is larger than the $k$th nearest neighbor distance, but at most twice larger. We build a grid with a cell diameter being $r/4$. Clearly, any point whose nearest neighbor distance is at least the $k$th nearest neighbor distance must be the only point in its grid cell. For each such point $p$, we compute its distance to all the points stored in its neighborhood $N_{\leq r}(p)$, by scanning the list of points associated with these cells. This computes for these “lonely” points their exact nearest neighbor distance. The $k$th smallest nearest neighbor distance will then be the $(n - k)$th largest distance computed. Clearly, every cell’s list of points get scanned a constant number of times, so overall the running time is linear. We summarize the result.

For a point set $P$, the **furthest nearest neighbor distance**, is the maximum distance of a point of $P$, from the remaining points. Formally, it is $\max_{p \in P} d(p, P)$.

**Theorem 2.4.7.** Let $P$ be a set of $n$ points in $\mathbb{R}^d$. For an integer $k$, $1 \leq k \leq n$, one can compute exactly, in expected linear time, the $k$th nearest neighbor distance in $P$. In particular, setting $k = n$, one can compute the furthest nearest neighbor distance exactly, in expected linear time.

### 2.4.4 The spanning forest partitions, and the $k$th longest MST edge

The net computation provides a natural way to partition the data into clusters, and leads to a fast clustering algorithm. One alternative partition scheme is based on distance connectivity.

**Definition 2.4.8.** For a set of points $P$ and a number $r > 0$, let $C_{\leq r}(P)$ be the $r$-connectivity clustering of $P$.

Specifically, it is a partition of $P$ into connected components of the MST of $P$ after all edges strictly longer than $r$ are removed from it (alternatively, these are the connected components of the intersection graph where we replace every point of $P$ by a disk of radius $r/2$ centered at that point), see figure on the right. As such, a set in such a partition of $P$ is referred to as a connected component.

Consider two partitions $P, Q$ of $P$. The partition $P$ is a refinement of $Q$, denoted by $P \subseteq Q$, if for any set $X \in P$, there exists a set $Y \in Q$ such that $X \subseteq Y$.

**Lemma 2.4.9.** Given a set $P \subseteq \mathbb{R}^d$, and parameters $r$ and $\varepsilon$, one can compute, in $O(n/\varepsilon^d)$ time, a partition $P$, such that $C_{\leq r}(P) \subseteq P \subseteq C_{\leq (1+\varepsilon)r}(P)$.

**Proof:** Build a grid with every cell having diameter $\varepsilon r/4$. For every point in $P$ mark all the cells in distance $r/2$ from it. That takes $O(n/\varepsilon^d)$ time. Next, for every marked cell create a node $v$, and let $V$ be the resulting set of nodes. Next, create a bipartite graph $G = (V \cup P, E)$ connecting every node of $V$, to all the points of $P$ marking its corresponding grid cell. Now, compute the connected components in $G$, and for each connected component extract the points of $P$ that belong to it. Clearly, the resulting partition $P$ of $P$, is such that any two points in distance $\leq r$ are in the same set (since for such points there must be a grid cell in distance $\leq r/2$ from both). Similarly, if the distance between two subsets $X, Y \subseteq P$ is at least $(1 + \varepsilon)r$, then they are in different connected components of $P$. In particular, in order for $X$ and $Y$ to be in the same component, there must exists points $x \in X$ and $y \in Y$ which marked the same grid cell. However, such a grid cell would need to be in distance at most $r/2$ from both $x$ and $y$, implying $d(x, y) \leq r/2 + r/2 + \varepsilon r/4 < (1 + \varepsilon)r$, a contradiction. Thus, this is the desired partition. Clearly, this takes $O(n/\varepsilon^d)$ time overall. \qed
Theorem 2.4.10. Given a set of \( n \) points \( P \) in \( \mathbb{R}^d \), and parameters \( k \) and \( \varepsilon \), one can output, in expected \( O(n/\varepsilon^d) \) time, a \((1 + \varepsilon)\)-approximation to the \( k \)th longest (or \( k \)th shortest) edge in the MST of \( P \).

Proof: Consider the cost function \( \ell_{MST}(P,k) \) which returns the \( k \)th longest edge of the MST of \( P \). It is easy to verify that \( \ell_{MST}(P,k) \) is the minimum \( r \) such that \( C_{\leq r}(P) \) has \( k \) connected components. For the sake of simplicity of exposition, we assume all the pairwise distances of points in \( P \) are distinct. We need to fill-in/verify the properties of Definition 2.3.3_{p16}:

Decider: The \((1 + \varepsilon)\)-decider for \( \ell_{MST}(P,k) \) uses the algorithm of Lemma 2.4.9. Specifically, for a specified \( r > 0 \), compute a partition \( \mathcal{P} \), such that \( C_{\leq r}(P) \subseteq \mathcal{P} \subseteq C_{\leq (1+\varepsilon)r}(P) \). Now, if \( \mathcal{P} \) has \( \leq k \) connected components, then \( \ell_{MST}(P,k) \leq (1 + \varepsilon)r \). Similarly, if \( \mathcal{P} \) has \( > k \) connected components, then \( \ell_{MST}(P,k) > r \). By calling on two values, and using slightly smaller \( \varepsilon \), it is straightforward to get the desired \((1 + \varepsilon)\)-decider, as was done in Lemma 2.4.3_{p23}.

Lipschitz: Let \( P' \) be some \( \Delta \)-drift of \( P \), and let \( G \) (resp. \( G' \)) denote the complete graph on \( P \) (resp. \( P' \)). For an edge \( e \in E(G) \) (or in \( E(G') \)), let \( \ell(e) \) denote the length of \( e \). For the sake of simplicity of exposition, we consider \( P' \) and \( P \) to be multi-sets of the same cardinality (i.e., \( n = |P| = |P'| > k \)).

Observe that the subgraph of \( G' \) having \( e'_1, \ldots, e'_i \) as edges, is a forest with \( n - i \) connected components. As such, we have that \( \ell_{MST}(P',n-i) \leq \max_{j=1}^{i} \ell(e'_j) \), since by the correctness of the Kruskal’s algorithm, the first \( i \) edges of the MST form such a forest with the maximum weight edge being minimum (among all such forests).

\[
\ell_{MST}(P',n-i) \leq \max_{j=1}^{i} \ell(e'_j) \leq \max_{j=1}^{i} (\ell(e_j) + 2\Delta) = 2\Delta + \max_{j=1}^{i} \ell(e_j) = 2\Delta + \ell_{MST}(P,n-i).
\]

A symmetric argument implies that \( \ell_{MST}(P,n-i) \leq 2\Delta + \ell_{MST}(P',n-i) \). Setting \( i = n - k \), we have that \( |\ell_{MST}(P,k) - \ell_{MST}(P',k)| \leq 2\Delta \), as desired.

Prune: Consider a point \( p \in W \), such that \( d(p,W) \geq r \), and \( r > \ell_{MST}(W,k) \). This implies that all the MST edges adjacent to \( p \) are of distance \( \geq r \). Assume there are \( j \) such edges, and observe that removing these edges creates \( j + 1 \) connected components of the MST, such that each connected component is of distance \( \geq r \) from each other (indeed, otherwise, one of the removed edges should not be in the MST, as can be easily verified). Thus, if we delete \( p \), and recompute the MST, we will get \( j \) new edges that replace the deleted edges, all of these edges are of length \( \geq r \). That is, deleting \( p \), and decreasing \( k \) by one, ensures that the target value remains the same in the pruned instance.

This establish that \( \ell_{MST}(P,k) \) is an \((1 + \varepsilon)\)-NDP, and by plugging this into Theorem 2.3.19, we get the desired result.

Remark 2.4.11. Note that in the above, as in other parts of this chapter, we treat a point of weight \( \omega \) as \( \omega \) copies of the same point. This naturally leads to edges of length zero in the MST, which are being handled correctly by the algorithm.
2.4.5 Computing the minimum cluster

Sketchable families

**Definition 2.4.12 (Upward Closed Set System).** Let $P$ be a finite ground set of elements, and let $F$ be a family of subsets of $P$. Then $(P,F)$ is an **upward closed set system** if for any $X \in F$ and any $Y \subseteq P$, such that $X \subseteq Y$, we have that $Y \in F$. Such a set system is a **sketchable family**, if for any set $S \subseteq P$ there exists a constant size sketch $sk(S)$ such that:

(A) For any $S,T \subseteq P$ that are disjoint, $sk(S \cup T)$ can be computed from $sk(S)$ and $sk(T)$ in $O(1)$ time. We assume the sketch of a singleton can be computed in $O(1)$ time, and as such the sketch of a set $S \subseteq P$ can be computed in $O(|S|)$.

(B) There is a membership oracle for the set system based on the sketch. That is, there is a procedure $orac$ such that given the sketch of a subset $sk(S)$, $orac$ returns whether $S \in F$ or not, in $O(1)$ time.

An example for such a sketchable family, is the set system $(P,F)$, where $S \subseteq P$ is in $F$ if $|S| \geq 10$. Here the sketch of the set is simply the number of elements in the set, and combining two sketches $sk(S)$ and $sk(T)$ is adding the numbers to get $sk(S \cup T)$ (for $S \cap T = \emptyset$).

We will be interested in two natural problems induced by such a family: (i) smallest cluster – find the smallest set in the family with certain properties, and (ii) min-max clustering – find disjoint sets in the family such that they cover the original set, and the maximum price of these sets is minimized.

**Remark 2.4.13.** In the following, we consider sketchable families $(P,F)$, where $P$ is a set of Euclidean points. In this case, $P = \{p_1, \ldots, p_n\}$ can be viewed as a set of elements, where each $p_i$ is additionally given a realization at some location in $\mathbb{R}^d$. Specifically, changing the locations of the realizations does not change the subsets in $F$. This is required to ensure the Lipschitz property holds. Specifically, sketches remain the same after a $\Delta$-drift. Furthermore, we do not have to maintain the sketches under deletions (of the underlying points), as pruned points corresponds to complete sketches that are being thrown away, see Remark 2.4.19.

**Remark 2.4.14.** Note that it is not necessary for the sketches to have $O(1)$ size or the oracle to run in $O(1)$ time, however, assuming otherwise will affect the running time of $ndpAlg$ if it is used to solve a problem involving a sketchable family.

**Example 2.4.15.** Consider associating a positive $k$-dimensional vector $\psi_p$ with each point $p \in P$ (a vector is positive if it is non-zero, and all its coordinates are non-negative). A **positive linear inequality** is an inequality of the form $\sum_i \alpha_i x_i \geq c$, where the coefficients $\alpha_1, \ldots, \alpha_k$ are all non-negative. For such a linear inequality, consider the set system $(P,F)$, where a set $Q$ is in $F$ if the linear inequality holds for the vector $\sum_{p \in Q} \psi_p$. Clearly, this family is a sketchable family, the sketch being the sum of the vectors associated with the points of the set (here $k$ is assumed to be a constant).

It is easy to verify that sketchable families are closed under finite intersection. Specifically, given a collection of $m$ such positive inequalities, the family of sets such that their sketch vector complies with all these inequalities is a sketchable family (of course, checking if a set, given its sketch, is in the family naively would take $O(mk)$ time).

As a concrete application, consider the scenario where every element in $P$ has $k = 4$ attributes. One might be interested in subsets, $Q$, such that the sum of the first two attributes of the vector $\sum_{p \in Q} \psi_p$ is at least 1, and the sum of last two attributes is at least 2.
Of course, in general, a membership oracle for the attributes space that has the property that if \( \psi \) is valid then \( \psi + \psi' \) is also valid, for any positive \( \psi' \), would define a sketchable family. As a concrete example, consider the non-linear (and not convex) condition that the sum of at least two attributes is larger than 1. Clearly, this defines a sketchable family.

Clearly the above definition of sketchable family is very general and widely applicable. Next, we show how \texttt{ndpAlg} can be used to approximate certain objectives over sketchable families.

**Min cluster**

We now consider the problem of minimizing the cluster radius of a subset of a given point set subject to inclusion in a sketchable family. Specifically, we consider the case when the cluster is defined by a ball of radius \( r \) or when the cluster is defined by a connected component of \( \mathcal{C}_{\leq r}(P) \) for a radius \( r \). Note that as a ball or component grows, both the set of points the cluster contains and the inclusion of this set of points in the sketchable \( F \), are monotone properties. This correspondence is what allows us to apply our general framework.

**Theorem 2.4.16.** For a set of \( n \) points \( P \subseteq \mathbb{R}^d \), and a sketchable family \( (P, F) \), one can \((1+\varepsilon)\)-approximate, in expected \( O(n/\varepsilon^d) \) time, the radius of the smallest ball, \( b \), such that \( b \cap P \in F \).

**Proof:** Let \( f(P) \) be the diameter of the smallest ball \( b \) in \( \mathbb{R}^d \) such that \( P \cap b \in F \). We claim that \( f(\cdot) \) is an NDP, see Definition 2.3.3. The Lipschitz and Prune properties readily hold for \( f(\cdot) \). Specifically, \( f(P) \) was chosen to be the diameter rather than the radius so that the Prune property holds. Note that below, for the Decider property, we refer to approximating the radius, which gives us the same approximation to the diameter.

For the Decider property, given \( r \) and \( \varepsilon > 0 \), construct a grid with cells of diameter \( \varepsilon r/4 \), and register each point of \( P \) in all the grid cells in distance at most \( r \) from it. If there is a ball, \( b \), of radius \( r \) such that \( b \cap P \in F \) then the set of points registered with the grid cell containing the center of this ball will be a superset of \( b \cap P \) and hence the set is in \( F \), by the upward closed property of sketchable families. Moreover, the set registered at this grid cell requires a ball of radius at most \( r + 2\varepsilon r/4 \) (centered at any point in this grid cell) to cover it. Thus, the decision procedure simply checks the set of points associated with each grid cell to see whether or not it is in \( F \). The definition of sketchable families implies this can be done in linear time in the total sizes of these sets (i.e., \( O(n/\varepsilon^d) \)). Furthermore, if there is no ball of radius \( (1 + \varepsilon) r \) whose point set is in \( F \) then the decision procedure would fail to find such a cell. Thus, this is a \((1 + \varepsilon)\)-decision procedure, and its running time is \( O(n/\varepsilon^d) \).

Plugging this into the algorithm of Theorem 2.3.19 implies the result.

**Remark 2.4.17.** In the algorithm of the above theorem, as the algorithm progresses, every weighted point that is computed also has an associated sketch from the original points that it corresponds to. One can view this collection of sketches as either an attribute in addition to the weights, or as being passed down via the context.

The following is a sample of what the above theorem implies.

**Corollary 2.4.18.** We can \((1 + \varepsilon)\)-approximate, in \( O(n/\varepsilon^d) \) time, the following problems for a set of \( n \) points in \( \mathbb{R}^d \):

\[ \text{29} \]
(A) The smallest ball containing \( k \) points of \( \mathbb{P} \).
(B) The points of \( \mathbb{P} \) are weighted, and there is an additional threshold \( \alpha \). Compute the smallest ball containing points with total weight at least \( \alpha \).
(C) If the points of \( \mathbb{P} \) are colored by \( k \) colors, the smallest ball containing points of \( \mathbb{P} \), such that they are colored by at least \( t \) different colors. (Thus, one can find the smallest non-monochromatic ball \( |t| = 2 \), and the smallest ball having all colors \( |t| = k \).) The running time is \( O(nk/\varepsilon^d) \), as the sketch here is a \( k \)-dimensional vector.

\textbf{Remark 2.4.19.} A careful inspection of our algorithm reveals that we only merge sketches or throw them away. Specifically, a pruning stage of our algorithm corresponds to throwing away some of the sketches, and netting corresponds to merging together some of the sketches. See also Remark 2.4.13.

**Min cluster in the spanning forest**

Note that \( C_{\leq r}(\mathbb{P}) \) is a monotone partition as \( r \) increases (i.e., components merge, but never split apart). It is natural to ask what is the minimum \( r \), for which there is a connected component in \( C_{\leq r}(\mathbb{P}) \) that is in a sketchable family.

\textbf{Theorem 2.4.20.} For a set of \( n \) points \( P \subseteq \mathbb{R}^d \), and a sketchable family \((P, \mathcal{F})\), one can \( (1 + \varepsilon) \)-approximate, in expected \( O(n/\varepsilon^d) \) time, the minimum \( r \), such that there is a connected component in \( C_{\leq r}(\mathbb{P}) \) that is in \( \mathcal{F} \).

\textit{Proof:} The target function \( f(\mathbb{P}) \) is the smallest \( r \) such that \( C_{\leq r}(\mathbb{P}) \) contains a set that is in \( \mathcal{F} \). Let \( r_{\text{opt}} = f(\mathbb{P}) \). The algorithm first checks if any of the input points by themselves have the desired property, if so then \( r_{\text{opt}} = 0 \) and the algorithm returns 0. (For the case that \( \mathbb{P} \) is a multiset, see Remark 2.3.10.)

As such, we can assume that \( f(\mathbb{P}) > 0 \), and furthermore, by Corollary 2.3.16 (C), \( f(\cdot) \) is always non-zero during the algorithm execution. Again, we need to verify the properties of Definition 2.3.3\text{p16} for \( f(\cdot) \):

\textbf{Decider:} One can \( (1 + \varepsilon/4) \)-approximate the connected components of \( C_{\leq r/(1+\varepsilon/3)}(\mathbb{P}) \), using the algorithm of Lemma 2.4.9, and for each approximate connected component, use their sketch to decide if any of them is in \( \mathcal{F} \). If so, return that \( r \) is larger than the optimal value. Otherwise, perform a \( (1 + \varepsilon/3) \)-approximate computation of \( C_{\leq r}(\mathbb{P}) \), and if one of its clusters is in \( \mathcal{F} \), then return that the desired value is in the interval \( [r/(1-\varepsilon/3), r(1 + \varepsilon/3)] \). Otherwise, return that \( r \) is smaller than the optimal value. Clearly, this is \( (1 + \varepsilon) \)-decider that works in \( O(n/\varepsilon^d) \) time.

\textbf{Lipschitz:} Let \( r' = f(\mathbb{P}) \). By the definition of \( f(\cdot) \), there exists \( k \), such that \( r' = \ell_{\text{MST}}(P, k) \). Now, arguing as in the proof of Theorem 2.4.10\text{p27}, implies that \( f(\cdot) \) has the desired Lipschitz property.

\textbf{Prune:} Consider a point \( p \in W \), such that \( d(p, W) \geq r \), and \( r > f(W) > 0 \). Now, \( p \) by itself can not have the desired property, as this would imply that \( f(W) = 0 \). This implies that in \( C_{r,\text{opt}}(W) \) the point \( p \) is by itself (not in any cluster that is in \( \mathcal{F} \)). As such, throwing \( p \) away does not change the target function. Formally, \( f(W) = f(W \setminus \{p\}) \).

Plugging this into Theorem 2.3.19 implies the result.

One natural application for Theorem 2.4.20, is for ad hoc wireless networks. Here, we have a set \( P \) of \( n \) nodes and their locations (say in the plane), and each node can broadcast in a certain radius \( r \) (the larger the \( r \) the higher the energy required, so naturally we would like to minimize it). It is natural now to ask for the minimum \( r \) such that one of the connected components in the resulting ad hoc network has some desired property. For example, in \( O(n/\varepsilon^d) \) time, we can \( (1 + \varepsilon) \)-approximate the smallest \( r \) such that:
(A) One of the connected components of $C_{≤r}(P)$ contains half the points of $P$, or more generally if the points are weighted, that one of connected component contains points of total weight at least $\alpha$, for a prespecified $\alpha$.

(B) If the points are colored, the desired connected component contains all the colors (for example, each color represent some fraction of the data, and the cluster can recover the data if all the pieces are available), or at least two colors, or more generally a different requirement on each color.

2.4.6 Clustering for monotone properties

**Definition 2.4.21 (Min-Max Clustering).** We are given a sketchable family $(P, \mathcal{F})$, and a cost function $g : 2^P \to \mathbb{R}^+$. We are interested in finding disjoint sets $S_1, \ldots, S_m \in \mathcal{F}$, such that (i) $\bigcup_i S_i = P$, and (ii) $\max_i g(S_i)$ is minimized. We will refer to the partition realizing the minimum as the **optimal clustering** of $P$.

**Theorem 2.4.22.** Let $P$ be a set of points in $\mathbb{R}^d$, and let $(P, \mathcal{F})$ be a sketchable family. For a set $W \in \mathcal{F}$, let $r_{\text{min}}(W)$ be the radius of the smallest ball centered at a point of and enclosing $W$. One can $(4+\varepsilon)$-approximate, in expected $O(n/\varepsilon^d)$ time, the min-max clustering under $r_{\text{min}}$ of $P$.

That is, one can cover $P$ by a set of balls, and assign each point of $P$ to one of these balls, such that the set of points assigned to each ball is in $\mathcal{F}$, and the maximum radius of any of these balls is a $(4+\varepsilon)$-approximation to the minimum radius used by any such cover.

**Proof:** Let $P_{\text{opt}}$ be the optimal partition with radius $r_{\text{opt}}$, and consider an $r$-net $\mathcal{N}$ for $r \geq 4r_{\text{opt}}$, computed using Corollary 2.2.4. Consider a point $p \in \mathcal{N}$, and let $P_{\mathcal{N}}[p]$ be the set of points of $P$ assigned to $p$ by the nearest net-point assignment.

Next, consider the cluster $W \in P_{\text{opt}}$ that contains it. Clearly, $\text{diam}(W) \leq 2r_{\text{opt}}$, and the distance of $p$ from all other net points in $\mathcal{N}$ is at least $4r_{\text{opt}}$. It follows that $W \subseteq P_{\mathcal{N}}[p]$, and since $W \in \mathcal{F}$, it follows that $P_{\mathcal{N}}[p] \in \mathcal{F}$.

A $4\varepsilon$-decider for this problem works by computing the $4r$-net $\mathcal{N}$, and for each $p \in \mathcal{N}$, checking the sketchable property for the set $P_{\mathcal{N}}[p]$. It is easy to verify that the properties of Definition 2.3.3 hold in this case. In particular, throwing a far away isolated point corresponds to a cluster that already fulfill the monotone property, and it is too far away to be relevant. Namely, computing $r_{\text{opt}}$ is an NDP and so plugging this into Theorem 2.3.19 implies the result.

**Lower bounded center clustering**

If the required sketchable property is that every cluster contains at least $k$ points, then Theorem 2.4.22 approximates the lower bounded center problem. That is, one has to cover the points by balls, such that every cluster (i.e., points assigned to a ball) contains at least $k$ points. The price of this clustering is the radius of the largest ball used. A $2$-approximation to this problem is known via the usage of flow [APF'10] but the running time is super quadratic. Recently, the author and his co-authors showed a similar result to Theorem 2.4.22 with running time (roughly) $O(n \log n)$ [ERH12]. This paper also shows that this problem cannot be approximated to better than (roughly) $1.8$ even for points in the plane.

**Corollary 2.4.23.** Let $P$ be a set of points in $\mathbb{R}^d$, and let $k$ and $\varepsilon > 0$ be parameters. One can $(4 + \varepsilon)$-approximate the lower bounded center clustering in $O(n/\varepsilon^d)$ time.
Other clustering problems

One can plug-in any sketchable family into Theorem 2.4.22. For example, if the points have \(k\) colors, we can ask for the min-max radius clustering, such that every cluster contains (i) all colors, (ii) at least two different colors, or (iii) a different requirement on each color, etc.

As another concrete example, consider that we have \(n\) customers in the plane, and each customer is interested in \(k\) different services (i.e., there is a \(k\)-dimensional vector associated with each customer specifying his/her demand). There are \(t\) types of service centers that can be established, but each such center type requires a minimum level of demand in each of these \(k\) categories (i.e., each type is specified by a minimum demand \(k\)-dimensional vector, and a set of customers can be the user base for such a service center if the sum of their demands vector is larger than this specification). The problem is to partition the points into clusters (of minimum maximum radius), such that for every cluster there is a valid service center assigned to it. Clearly, this falls into the framework of Theorem 2.4.22, and can be \((4 + \varepsilon)\)-approximated in \(O(nkt/\varepsilon^d)\) time.

Clustering into spanning forests

One can get a similar result to Theorem 2.4.22 for the connectivity version of clustering of \(P\). Formally, a set of points \(W \subseteq P\) is \(r\)-valid if \(W\) is contained in some set of \(C_{\leq r}(P)\). Given a sketchable family \((P, F)\), a partition \(\mathcal{P}\) of \(P\) is an \(r\)-connected clustering if all the sets in \(\mathcal{P}\) are in \(F\), and are \(r\)-valid.

**Theorem 2.4.24.** Let \(P\) be a set of points in \(\mathbb{R}^d\), and let \((P, \mathcal{F})\) be a sketchable family. One can \((1 + \varepsilon)\)-approximate \(r_{opt}\), in expected \(O(n/\varepsilon^d)\) time, where \(r_{opt}\) is the minimum value such that there is a \(r_{opt}\)-connected clustering of \(P\).

**Proof:** Let \(f(\cdot)\) be the target function in this case. We verify the properties of Definition 2.3.3:

**Decider:** Given \(r\), we use Lemma 2.4.9 to compute a partition \(\mathcal{P}\) of \(P\) such that \(C_{\leq r}(P) \subseteq \mathcal{P} \subseteq C_{\leq (1+\varepsilon)r}(P)\).

If the sketchable property holds for each cluster of \(\mathcal{P}\), then return that \(r\) is too large, otherwise return that it is too small. As for the quality of this decider, observe that if the optimal partition has a cluster \(W\) that uses points from two different clusters of \(\mathcal{P}\), then \(W\) is not \(r\)-valid, as otherwise these two points would be in the same cluster of \(\mathcal{P}\) (namely, \(r_{opt} > r\)).

**Lipschitz:** Follows easily by arguing as in Theorem 2.4.10.

**Prune:** If an isolated point exists, then it can be thrown away because the cluster of original points it corresponds to, is a valid cluster that can be used in the final clustering, and it does not interact with any other clusters.

Plugging this into Theorem 2.3.19 now implies the result.

A nice application of Theorem 2.4.24 is for ad hoc networks. Again, we have a set \(P\) of \(n\) wireless clients, and some of them are base stations; that is, they are connected to the outside world. We would like to find the minimum \(r\), such that each connected component of \(C_{\leq r}(P)\) contains a base station.

2.4.7 Smallest non-zero distance

Given a point set \(P\), it was already shown in Section 2.4.3 that, with a small amount of post processing, \(\text{ndpAlg}\) can be used to compute the closest pair distance exactly in expected linear time. If one allows \(P\) to
contain duplicate points (i.e. \( P \) is a multiset) then a couple modifications to \texttt{ndpAlg} must be made. First, modify the algorithm so that for the selected point \( p \) it finds the closest point to \( p \) that has non-zero distance from it. Second, modify \texttt{delFar} (see Lemma 2.2.6) so that a singleton cell means all points in the cell have the same location, rather than meaning the cell contains a single point. This can easily be checked for all cells in overall linear time. With these two modifications, the above algorithm works verbatim, and we get the following.

**Lemma 2.4.25.** Let \( P \) be a multiset of weighted points in \( \mathbb{R}^d \). Then one can solve the \texttt{SmallestNonZeroDist} problem exactly for \( P \), in expected linear time. In particular, if \( P \) contains no duplicates then this corresponds to computing the closest pair distance.

Interestingly, the algorithm of Lemma 2.4.25 is a prune-and-search algorithm, as the net stage never gets executed. Observe, that it is not hard to extend the algorithm of Golin et al. [GRSS95] to solve this variant, and the result of Lemma 2.4.25 is included in this chapter only for the sake of completeness. In particular, the resulting (simplified) algorithm is similar to the algorithm of Khuller and Matias [KM95].

### 2.5 Linear Time with high probability

In Section 2.3, we presented an algorithm (\texttt{ndpAlg}, see Figure 2.1) that provides a constant factor approximation to a wide variety of problems in expected linear time. Here we present an extension of that algorithm that runs in linear time with high probability.

Our algorithm works by computing a quantity that is not directly related to the problem at hand (but in linear time!), and then relating this quantity to the desired quantity, enabling us to compute it in linear time. Specifically, the resulting algorithm is somewhat counterintuitive and bizarre. As such, to make the algorithm description more accessible to the reader, we introduce the basic ideas in Section 2.5.1. We describe the algorithm in detail in Section 2.5.2, and analyze it in Section 2.5.3.

#### 2.5.1 Preliminaries

**Notation.** See Table 2.1 for a summary of the notation used in this part of the chapter. As it is sufficient for our purposes, for simplicity (in this section) \( P \) will always be an unweighted points set, i.e. \( n = \omega(P) = |P| \). The algorithm can be easily extended to handle the weighted case.

<table>
<thead>
<tr>
<th>( d(p, P) )</th>
<th>( \min_{q \in P \setminus {p}} d(p, q) )</th>
<th>Distance from ( p ) to its nearest neighbor in ( P \setminus {p} ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_i(p, P) )</td>
<td>Distance of ( p ) to its ( i )th nearest neighbor in ( P \setminus {p} ).</td>
<td></td>
</tr>
<tr>
<td>( D(X, P) )</td>
<td>( {d(x, P) \mid x \in X} )</td>
<td>Multi-set of distances between points in ( X ) and nearest neighbors in ( P ).</td>
</tr>
<tr>
<td>( D_i(X, P) )</td>
<td>( {d_i(x, P) \mid x \in X} )</td>
<td>Multi-set of distances between point in ( X ) and their ( i )th nearest neighbors in ( P ).</td>
</tr>
<tr>
<td>( d^\delta(X, P) )</td>
<td>Value of rank ( \lfloor \delta</td>
<td>X</td>
</tr>
<tr>
<td>( d^\delta_i(X, P) )</td>
<td>Value of rank ( \lfloor \delta</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 2.1: Notation used. If \( X = P \), the second argument is omitted. Thus, \( d^\delta_i(P) = d^\delta_i(P, P) \).
Basic idea

Sample in the middle. Observe that if one could sample a nearest neighbor distance that lies in the interval \([d^\delta(P), d^{1-\delta}(P)]\) for some fixed constant \(\delta \in (0,1)\), then we are done. Indeed, for each iteration of \texttt{ndpAlg} for which the sampled distance was near the middle, it is guaranteed that the algorithm either terminates or removes a constant fraction of the points. As such it is sufficient to present an algorithm which returns a value from this range with probability \(\geq 1 - 1/n^c\), for some sufficiently large constant \(c\), where \(n = |P|\). Such a value near the median is a middle nearest neighbor distance.

For the rest of this section we therefore focus on the problem of computing such an approximate middle nearest neighbor distance, in linear time, with high probability. To turn \texttt{ndpAlg} into an algorithm which runs in linear time with high probability, we replace Line 1 and Line 2 in Figure 2.1 with this new subroutine.

Sampling for the median. The problem with the random sampling from \(\mathcal{D}(P)\) done in \texttt{ndpAlg} is that though, with good probability, the sampled distance lies near the middle, it does not do so with high probability. This is the same problem one is faced when performing the standard basic randomized median selection. For median selection one known solution is rather than randomly sampling a pivot, to instead take a sufficiently large random sample, and take the median of the random sample as the pivot. This pivot is good with high probability [MR95], and it is this result we wish to mimic.

The challenge. Given the above discussion, the natural solution to finding a good middle value from \(\mathcal{D}(P)\), would be to sample multiple values from \(\mathcal{D}(P)\), and then take the median. By the Chernoff inequality, if one samples at least a logarithmic number of values from a set of \(n\) values (\(\mathcal{D}(P)\) in our case) then, with high probability, the median of the sample will lie near the median of the entire set. (See Lemma 2.5.3 for a formal statement and proof of this observation.) The problem with this approach is that sampling \(O(\log n)\) values from \(\mathcal{D}(P)\) takes \(\Theta(n \log n)\) time (at least naively). Specifically, while the sampling is easy, computing the associated values requires \(\Omega(n)\) time per sampled point (note this is not a problem for median selection as there we are sampling values directly rather than points from which values are determined).

Therefore, we instead not only take a sample from which to select our median value, but also a sample from which we will determine what these values are. Namely, for each point in a \(\Theta(\log n)\) sized random sample, compute it’s nearest neighbor in a second \(\Theta(n/\log n)\) sized sample, and then take the median of the computed values, and let this quantity be \(\ell\). Though this approach takes \(\Theta(n)\) time, we need to somehow relate \(\ell\) to the desired middle nearest neighbor distance.

Intuition. First note that for most points in the \(\Theta(\log n)\) sample, their nearest neighbor in \(P\) will not make it into the \(\Theta(n/\log n)\) sample from which we compute nearest neighbor distances. This implies \(\ell\) is an over estimate of middle nearest neighbor distances in \(P\). The high level intuition is that how well \(\ell\) approximates middle distances tells us something about the distribution of \(P\). There are two cases.

In the first case, most of the points of \(P\) are in small clusters. This case can be detected since here \(\ell\) will be way off, since for any point in the \(\Theta(\log n)\) sample, a \(\Theta(n/\log n)\) sample is not likely to have a point from the same small cluster. The advantage is that if points are in small clusters, then one only needs
Given a point set $P$ and a distance $r$, the decision procedure $\text{deciderM}(P, r, \alpha)$ decides if the $t$th nearest neighbor distance in $D(P)$ is smaller than $r$, larger than $r$, or roughly equal to it, where $t = \lfloor \alpha |P| \rfloor$. This decider is implicitly described in Theorem 2.4.5, but a simpler decider suffices, which we describe here in detail for the sake of clarity. To this end, throw the points of $P$ into a grid with cell diameter $r$. Now, for every point $p \in P$, let $w_r(p)$ be the number of the points in $N_{\leq r}(p)$, not including $p$ itself. Clearly $w_r(p)$ can be computed in constant time (given we have first recorded the number of points in each non-empty grid

$$\text{midNN}(P):$$

$\ell \leftarrow \text{estLogDist}(P).$

res $\leftarrow \text{deciderM}(P, \ell, 3/4)$

if res $= \text{“}d^{3/4}(P) \in [x, y]\text{“}$ then return $x$

1: if res $= \text{“}\ell < d^{3/4}(P)\text{“}$ then return $\ell$  

// Must be that res $= \text{“}\ell > d^{3/4}(P)\text{“}$.  

$l \leftarrow \ell / 64 \lceil \ln^2 n \rceil$

reslog $\leftarrow \text{deciderM}(P, l, 1/2)$

if reslog $= \text{“}d^{1/2}(P) \in [x, y]\text{“}$ then return $x$

if reslog $= \text{“}l < d^{1/2}(P)\text{“}$ then

2: return $\text{lowSpread}(P, 1/4, 4\ell)$  

// Must be that reslog $= \text{“}l > d^{1/2}(P)\text{“}$

3: return $\text{smallComp}(\ell, P)$  

//Section 2.5.2

Figure 2.2: Algorithm for computing a constant factor approximation to a value in the interval $[d^{\delta}(P), d^{1-\delta}(P)]$, for some fixed constant $\delta \in (0, 1)$.

to look within a small cluster to compute a nearest neighbor distance (and this is done using connectivity clustering).

In the second case, rather than being clustered, $P$ is roughly evenly distributed. Hence, intuitively, for any $k$, $d_k(p, P) \leq kd(p, P)$. Note that for any point in the $\Theta(\log n)$ sample, with high probability we are expected to see one of its $\log^2 n$ nearest neighbors in a $\Theta(n/\log n)$ sample, and so $\ell \leq d_{\log^2 n}(P)$. Combining these observations, roughly speaking $\ell \leq (\log^2 n) d^{1/2}(P)$. In other words, we know the median lies in a $\log^2 n$ spread interval, $[\ell/ \log^2 n, \ell]$. This case is then resolved using nets and grids (the details here are non-trivial).

### 2.5.2 The algorithm

We now present the algorithm in full detail. Specifically, let $\text{midNN}$ denote the new algorithm for computing a value in $\mathcal{I} = [d^{\delta}(P), d^{1-\delta}(P)]$, for some fixed constant $\delta \in (0, 1)$. In Section 2.4.3 it was shown how to convert a constant factor approximation to such a value into an exact value. Hence, computing a constant factor approximation to a value in $\mathcal{I}$ in linear time, with high probability, suffices for our purposes.

The full algorithm is shown in Figure 2.2. Before analyzing the algorithm, we first define several subroutines that it employs.

**deciderM: Counting distances**

Given a point set $P$ and a distance $r$, the decision procedure $\text{deciderM}(P, r, \alpha)$ decides if the $t$th nearest neighbor distance in $D(P)$ is smaller than $r$, larger than $r$, or roughly equal to it, where $t = \lfloor \alpha |P| \rfloor$. This decider is implicitly described in Theorem 2.4.5, but a simpler decider suffices, which we describe here in detail for the sake of clarity. To this end, throw the points of $P$ into a grid with cell diameter $r$. Now, for every point $p \in P$, let $w_r(p)$ be the number of the points in $N_{\leq r}(p)$, not including $p$ itself. Clearly $w_r(p)$ can be computed in constant time (given we have first recorded the number of points in each non-empty grid
**estLogDist**($P$):

\[ n = |P| \]

\[ X \leftarrow \text{random sample of } P \text{ of size } \lceil c_5 \ln n \rceil. \]

\[ S \leftarrow \text{random sample of } P \text{ of size } \lceil c_6 n / \ln n \rceil. \]

Compute \( D(X, S) \)

\[ \text{return the element of rank } |X| / 4 \text{ in } D(X, S). \]

---

**Figure 2.3:** Roughly estimating \( d_{O(\log n)}^{1/4}(P) \). Here \( c_5 \) and \( c_6 \) are sufficiently large constants.

---

**estLogDist:** Sampling a distance

Given a set \( P \) of \( n \) points in \( \mathbb{R}^d \), take two random samples from \( P \), a sample \( X \) of size \( \Theta(\log n) \) and a sample \( S \) of size \( \Theta(n / \log n) \), and compute \( d_{1/4}(X, S) \). This can be done in \( O(n) \) time, by scanning all of \( S \) for each point in \( X \) to compute the set of distances \( D(X, S) \). Next, compute value of rank \( |X| / 4 \) in this set. We denote this algorithm by **estLogDist**($P$), and it is shown in Figure 2.3.

**lowSpread:** Logarithmic Spread

The subroutine **lowSpread** used by **midNN** (i.e. Line 2 in Figure 2.2) handles the case when the desired middle nearest neighbor distance lies in a poly-logarithmic spread interval. The analysis of **lowSpread** can be found in Section 2.5.3. In the following, \( P \) is a set of unweighted points such that \( [d^{1/2}(P), d^{3/4}(P)] \subseteq [r, R] \), for some values \( 0 < r \leq R \), where \( n = |P| \). (Note, in the following, when sampling from a set \( S \) we treat it as a set of \( \omega(S) \) points.)

**Algorithm 2.5.1 (lowSpread($P, r, R$)).**

(A) Compute \( S = \text{net}(r/8, P). \)

(B) Throw the points of \( S \) into a grid of sidelength \( R \).

(C) \( U \leftarrow \text{random sample from } S \text{ of } \Theta(\log(n)) \text{ points.} \)

(D) Let \( Z \) be an approximation to the set \( D(U, S) \).

\[ \text{Specifically, for each point } p \in U \text{ look within } N_{2R}(p) \text{ for its nearest neighbor, see Definition 2.2.2.}\]

\[ \text{If such a neighbor is found record this distance (which might be zero if } p \text{ is of weight } > 1 \text{) and if} \]

\[ \text{no neighbor is found set this value to } \infty. \]

(E) Let \( p \in P \) be the point that corresponds to the number of rank \( (5/8)|Z| \) in \( Z \), and let \( \tau \) be this number.

(F) Return \( \tau \) (\( \tau \) is a constant approximation to \( d(p, P) \)).
smallComp: Many small components

The subroutine smallComp, used by midNN (i.e. Line 3 in Figure 2.2), handles the case when the desired middle nearest neighbor distance is considerably smaller than the value sampled by estLogDist. This corresponds, intuitively, to the situation where the input is mainly clustered in tiny clusters. The analysis of smallComp is delegated to Section 2.5.3.

Algorithm 2.5.2 (smallComp(ℓ, P)). The algorithm works as follows:
(1) Compute a partition C, such that \( C_{<ρ}(P) \subseteq C \subseteq C_{≤2ρ}(P) \) in linear time, using the algorithm of Lemma 2.4.9, where \( ρ = \ell/8m \), where \( m = \lceil \ln^2 n \rceil \) and \( n = |P| \).
(2) Identify the components of C which are neither singletons nor contain more than \( c_3 \ln^2 n \) points, where \( c_3 \) is a sufficiently large constant.
(3) Collect all the points in these components into a set of points X (this set is not empty).
(4) Take a random sample U of \( c_4 \log n \) points from X, where \( c_4 \) is a sufficiently large constant.
(5) For each point in U, compute its nearest neighbor in P by scanning the non-trivial connected component in C that contains it. Let Z be this set of numbers.
(6) Return the median value in Z.

2.5.3 Algorithm analysis

Why median of a sample is a good estimate for the median

The following lemma is by now standard, and we include its proof for the sake of completeness.

Lemma 2.5.3. Let X be a set of n real numbers, constants \( δ \in (0, 1/2) \), \( α \in (0, 1) \), and a parameter \( t > 0 \). Let U be a random sample of size \( t \) picked (with repetition and uniformly) from X. Then, the element of rank \( α t \) in U has rank in the interval \( [(1 − δ)αn, (1 + δ)αn] \) in the original set X, with probability \( ≥ 1 − 2 \exp(−δ^2αt/8) \). In particular, for \( t ≥ (8c \ln n)/(δ^2α) \), this holds with probability \( ≥ 1 − 2/n^c \).

Proof: Let \( Y_L \) be the number of values in U of rank \( ≤ (1 − δ)αn \) in X. Similarly, let \( Y_R \) be the number of values in U of rank \( ≤ (1 + δ)αn \) in X. Clearly \( μ_L = E[Y_L] = (1 − δ)αt \) and \( μ_R = E[Y_R] = (1 + δ)αt \).

Observe that if \( Y_L ≤ αt ≤ Y_R \) then the element of rank \( αt \) in U has rank in X in the interval \( [(1 − δ)αn, (1 + δ)αn] \), as desired. By the Chernoff inequality [MR95], we have that

\[
\Pr\left[Y_L > αt\right] = \Pr\left[Y_L > \frac{αt}{μ_L}μ_L\right] = \Pr\left[Y_L > \frac{αt}{(1 − δ)αt}μ_L\right] ≤ \Pr\left[Y_L > (1 + δ)μ_L\right] ≤ \exp\left(-\frac{δ^2}{8}αt\right),
\]

as \( 1/(1 − δ) > 1 + δ \). Arguing as above, the other bad event probability is

\[
\Pr\left[Y_R < αt\right] ≤ \Pr\left[Y_R < \frac{αt}{μ_R}μ_R\right] = \Pr\left[Y_R < \frac{αt}{(1 + δ)αt}μ_R\right] ≤ \Pr\left[Y_R < \left(1 − \frac{δ}{2}\right)μ_R\right] ≤ \exp\left(-\frac{δ^2}{8}μ_R\right) ≤ \exp\left(-\frac{δ^2}{8}αt\right).
\]
Lemma 2.5.4. Let \( P \) be a set of \( n \) points in \( \mathbb{R}^d \). Let \( \ell \) be the distance returned by executing \text{estLogDist}(P)\(^\dagger\), see Figure 2.3\(^\dagger\). With high probability, we have the following:

(A) For all points \( p \in P \), the set \( |P \cap b(p, r_p)| \) has at most \( m = \lceil \ln^2 n \rceil \) points, where

(i) \( r_p = d(p, S) \),

(ii) \( S \) is the random sample used by \text{estLogDist}, and

(iii) \( b(p, r_p) \) is the ball of radius \( r_p \) centered at \( p \).

(B) Let \( P \) be a clustering of \( P \) such that \( C_{\leq \rho}(P) \subseteq P \subseteq C_{\leq 2\rho}(P) \), as computed by the algorithm of Lemma 2.4.9\(^\dagger\), for \( \rho = \ell/8m \). Then, at least \((5/8)n\) of the points of \( P \) are in clusters of \( P \) that contain at most \( m \) points.

(C) \( \ell \geq d^{1/8}(P) \).

**Proof:** (A) Fix a point \( p \in P \), and consider a ball \( b \) centered at \( p \) whose interior contains exactly \( \lceil \ln^2 n \rceil \) points of \( P \). The probability that a random point from \( P \) hits \( b \) is \( \alpha = \ln^2 n/n \). As such, the probability that all the points of \( S \) miss it is at most \((1 - \alpha)^c_5n ln n \leq e^{-c_5 \ln n} \leq 1/n^{c_5} \), implying the claim, if \( c_5 \) is sufficiently large.

(B) By Lemma 2.5.3, for \( c_6 \) sufficiently large, we have that \( \ell \) is in the range \( [d^{1/8}(P, S), d^{3/8}(P, S)] \), and this holds with high probability. That is, for at least \((5/8)n\) points of \( P \) have \( d(p, S) \geq \ell \), and let \( Q \) be this set of points. For every point \( p \in Q \), we have that the ball \( b = b(p, \ell) \subseteq b(p, r_p) \) contains at most \( m \) points of \( P \), by (A). Partitioning \( b \) into equal radius rings of width \( \ell/(m + 2) \), one of them must be empty of points of \( P \). In particular, no cluster of \( C_{\leq 2\rho}(P) \) can contain points on both sides of this ring, see figure on the right. As such, at least \((5/8)n\) of the points of \( P \) are in clusters of \( P \) that contain at most \( m \) points.

(C) Follows immediately from (B), as \( \ell \geq d^{1/8}(P, S) \geq d^{1/8}(P) \).

**Remark 2.5.5.** Line 1 of \text{midNN}(P) returns \( \ell \) as the approximate middle nearest neighbor distance if \text{deciderM} returned \( \ell < d^{3/4}(P) \). Lemma 2.5.4 (C) then implies that \( d^{1/8}(P) \leq \ell < d^{3/4}(P) \), with high probability, and so \( \ell \) is a valid approximation. In the unlikely event that \( d^{1/8}(P) > \ell \), one simply runs \text{midNN}(P) again. This event can be determined with the call \text{deciderM}(P, \ell, 1/8).

**lowSpread:** Analysis

During an execution of \text{midNN}(P), \text{lowSpread}(P, r, R) gets called (see Algorithm 2.5.1) only if the interval \([r, R]\) contains the values \( d^{1/2}(P), \ldots, d^{3/4}(P) \).

**Lemma 2.5.6.** Let \( P \) be a point set in \( \mathbb{R}^d \) of size \( n \). Given \( r, R \in \mathbb{R} \), such that

(i) \( R/r = O(\log^2 n) \), and

(ii) \( d^{1/2}(P), \ldots, d^{3/4}(P) \in [r, R] \),

then \text{lowSpread}(P, r, R) runs in \( O(n) \) time, and returns a value which is a \( O(1) \)-approximation to some nearest neighbor distance \( d(p, P) \in [d^{1/2}(P), d^{3/4}(P)] \), with high probability, for some point \( p \in P \).

**Proof:** Set \( \Delta = r/8 \). Using the notation from \text{lowSpread}, see Algorithm 2.5.1\(^\dagger\), let \( S = \text{net}(\Delta, P) \) and \( U \) the \( \Theta(\log(n)) \) size sample from \( S \). By Lemma 2.5.3, with high probability \( d^{5/8}(U, S) \in [d^{1/2}(S), d^{3/4}(S)] \),
and assume that this is the case. Since \( S \) is an \( \Delta \)-net of \( P \), by Claim 2.4.2, this changes distances by at most \( 2\Delta \), which implies that

\[
\tau = d^{5/8}(U, S) \in \left[ d^{1/2}(P) - 2\Delta, d^{3/4}(P) + 2\Delta \right] \subseteq \left[ \frac{1}{2} d^{1/2}(P), 2d^{3/4}(P) \right] \subseteq \left[ \frac{r}{2}, 2R \right].
\]

by assumption.

In particular, this implies that all the relevant distances from the computation of this middle value are in the range \([r/2, 2R]\). As such, when computing the \((5/8)\)-middle element, it is allowable to not compute precisely values outside this interval, as done by the algorithm. This implies that \textbf{lowSpread} indeed returns the value \( \tau \), which is the desired approximation.

As for the running time, observe that \( S \) is an \( \Delta \)-net, and an open ball with this radius around any point must be empty of any other net point. In particular, for any point \( p \in S \), the maximum number of other points that can be in \( N_{\leq 2R}(p) \) is \( O((R/r)^d) = O\left(\log^{2d} n\right) \). Therefore, for a point \( p \in U \), computing \( d(p, S) \) takes polylogarithmic time (using linear time preprocessing and a grid). Thus, overall, computing the set of distances \( d(U, S) \) takes polylogarithmic time, since \(|U| = \Theta(\log n)\). Hence, the overall running time is \( O(n + \text{polylog } n) = O(n) \).

**smallComp: Small Components**

**Lemma 2.5.7.** The call to \textbf{smallComp}(\ell, P) by \textbf{midNN} computes a point \( p \in P \), such that \( d(p, P) \in \left[ d^{1/32}(P), d^{31/32}(P) \right] \). The procedure succeeds and its running time is \( O(n) \), with high probability, where \( n = |P| \).

**Proof:** Computing the components of \( C \) takes linear time, and given \( C \), computing \( X \) takes linear time. For each point in the sample \( U \), it takes \( O(\log^2 n) \) time to compute its nearest neighbor since one only has to scan the point’s \( O(\log^2 n) \) sized connected component in \( C \). Since \(|U| = O(\log n)\), computing the nearest neighbor distances and taking the median takes polylogarithmic time overall.

Now, \textbf{smallComp}(\ell, P) is called by \textbf{midNN} only if the following conditions holds:

1. \( \ell/64 \left[ \ln^2 n \right] > d^{1/2}(P) \). Namely, at least half of the points of \( P \) have their nearest neighbor in their own cluster in \( C_{\leq \rho}(P) \), where \( \rho = \ell/(8 \ln^2 n) \). Let \( Z_1 \) be the set of these points.

2. Let \( P \) be the partition of \( P \) computed by \textbf{smallComp}. We have that \( C_{\leq \rho}(P) \subseteq P \subseteq C_{\leq 2\rho}(P) \). By Lemma 2.5.4 (B), at least \((5/8)n\) of the points of \( P \) are in clusters of \( P \) that contain at most \( m \) points (note, that some of these points might be a cluster containing only a single point). Let \( Z_2 \) be the set of these points.

As such, \(|Z_1 \cap Z_2| \geq n/8\). Namely, at least \( n/8 \) of the points of \( P \), are in small clusters and these clusters have strictly more than one point. Furthermore, \( Z_1 \cap Z_2 \subseteq X \), and we conclude that \(|X| \geq n/8\). Now, by Lemma 2.5.3, with high probability, the returned value is in the range \( d^{1/4}(X), \ldots, d^{3/4}(X) \), which implies that the returned value is in the range \( d^{1/32}(P), \ldots, d^{31/32}(P) \), as desired.

**2.5.4 The result**

The analysis in the previous section implies the following.
Lemma 2.5.8. Given a set \( P \subseteq \mathbb{R}^d \) of \( n \) points, \( \text{midNN}(P) \) computes, a value \( x \), such that there is a value of \( d^{1/32}(P), \ldots, d^{31/32}(P) \) in the interval \([x/c, cx]\), where \( c > 1 \) is a constant. The running time bound holds with high probability.

As shown in Section 2.4.3, given a constant factor approximation to some nearest neighbor distance, we can compute the corresponding nearest neighbor distance exactly in linear time using a grid computation. Let \( \text{midNNExact} \) denote the algorithm that performs this additional linear time step after running \( \text{midNN} \). As argued above, replacing Line 1 and Line 2 in Figure 2.1 with “\( \ell_i = \text{midNNExact}(P_{i-1}) \)”, turns \( \text{ndpAlg} \) into an algorithm that runs in linear time with high probability.

We thus have the following analogue of Theorem 2.3.19.

Theorem 2.5.9. For a constant \( \varphi > 3/2 \), given an instance of a \( \varphi \)-NDP defined by a set of \( n \) points in \( \mathbb{R}^d \), with a \( \varphi \)-decider with (deterministic or high-probability) running time \( O(n) \), one can get a \( \varphi \)-approximation to its optimal value, in \( O(n) \) time, with high probability.

Similarly, for \( \varepsilon \in (0, 1/2) \), given an instance of a \((1 + \varepsilon)\)-NDP defined by a set of \( n \) points in \( \mathbb{R}^d \), with a \((1 + \varepsilon)\)-decider having (deterministic, or high probability) running time \( O(n/\varepsilon^c) \), then one can \((1 + \varepsilon)\)-approximate the optimal value for this NDP, in \( O(n/\varepsilon^c) \) time, with high probability.

Corollary 2.5.10. All the applications of Section 2.4 can be modified so that their running time bound holds not only in expectation, but also with high probability.

Remark 2.5.11. Note, that the above high probability guarantee is in the size of the input. As such, in later iterations of the algorithm, when the input size of the subproblem is no longer polynomial in \( n \) (say, the subproblem size is \( O(\text{polylog } n) \)), the high probability guarantee is no longer meaningful.

Fortunately, this is a minor technicality – once the subproblem size drops below \( n/\log n \), the remaining running time of \( \text{ndpAlg} \) is \( O(n) \), with high probability. This follows by a simple direct argument – by the Chernoff inequality, after \( \Theta(\log n) \) iterations, with high probability at least \( \log_{16/15} n \) iterations are successful, see the proof of Lemma 2.3.12 for details. After this number of successful iterations, the algorithm terminates. This implies that the remaining running time is \( O(n) \), with high probability, once the subproblem size is \( O(n/\log n) \).

As such, our new high-probability algorithm is needed only in the initial “heavy” iterations of the \( \text{ndpAlg} \) algorithm, until the subproblem size drops below \( O(n/\log n) \).

2.6 Conclusions

There is further research to be done in investigating the technique presented here. For example, looking into the implementation of this new algorithm in both standard settings and distributed settings (e.g., MapReduce). Additionally, since now one can do approximate distance selection in linear time, maybe now one can get a speed up for other algorithms that do (not necessarily point based) distance selection.

Our framework provides a new way of looking at distance based optimization problems, in particular through the lens of nets. We know how to compute nets efficiently for doubling metrics and it seems one can compute approximate nets in near linear time for planar graphs. For example, it seems the new technique implies that approximate \( k \)-center clustering in planar graphs can be done in near linear time. This provides fertile ground for future research.
Open question: When is linear time not possible. Another interesting open problem arising out of the high probability linear time algorithm is the following: Given sets $P$ and $X$ in $\mathbb{R}^d$, of size $n$ and $O(\log n)$, respectively, how long does it take to approximate the values in the set $D(X, P)$ (i.e., for each point of $X$ we approximate its nearest-neighbor in $P$). This problem can be easily solved in $O(n \log n)$ time. The open question is whether it is possible solve this problem in linear time.

The algorithm in this chapter implies that we can compute exactly a value (of a specified rank) in this set in $O(n)$ time (even if $|X|$ is of size $n$). We currently have an algorithm with running time $O(n \log |X|) = O(n \log \log n)$ for approximating $D(X, P)$.

More generally, this is a proxy to the meta-question of when linear time algorithms do not exist for distance problems induced by points.
Chapter 3

Contour Trees

3.1 Introduction

Geometric data (potentially massive in size) is often represented as a function $f : \mathbb{R}^d \to \mathbb{R}$. Typically, a finite representation is given by considering $f$ to be piecewise linear over some triangulated mesh (i.e. simplicial complex) $\mathcal{M}$ in $\mathbb{R}^d$. Contour trees are a specific topological structure used to represent and visualize the function $f$. For example, consider a rocket engine during a burn. The 3D mesh represents the locations of points in space around the engine, and $f$ represents the temperature at each point. The boundary of the flame is then represented by an isotherm, i.e. a contour.

It is convenient to think of $f$ as a manifold sitting in $\mathbb{R}^{d+1}$, with the last coordinate (i.e. height) given by $f$. Imagine sweeping the hyperplane $x_{d+1} = h$ with $h$ going from $+\infty$ to $-\infty$. At every instance, the intersection of this plane with $f$ gives a set of connected components, the contours at height $h$. As the sweeping proceeds various events occur: new contours are created or destroyed, contours merge into each other or split into new components, contours acquire or lose handles. More generally, these are the events where the topology of the level set changes. The contour tree is a concise representation of all these events.

If $f$ is smooth, all points where the gradient of $f$ is zero are critical points. These points are the “events” where the contour topology changes and which form the vertices of the contour tree. An edge of the contour tree connects two critical points if one event immediately “follows” the other as the sweep plane makes its pass. (We provide formal definitions later.)

Figure 3.1 and Figure 3.2 show examples of simplicial complexes, with heights and their contour trees. Think of the contour tree edges as pointing downwards, so we can talk of the “up-degree” and “down-degree” of vertices. Leaves of down-degree 1 are maxima, because a new contour is created at such points. Leaves of up-degree 1 are minima, because a contour is destroyed there. Up-degree 2 vertices are “joins”, where contours merge, and down-degree 2 vertices are “splits”. When $d = 2$ (as in Figure 3.1), contours are closed loops. In dimensions $d \geq 3$, we may have internal vertices of both up and down-degree 1. For example, these could be events where contours gain or lose handles.

Suppose we have $f : \mathcal{M} \to \mathbb{R}$, where $\mathcal{M}$ is a triangulated mesh with $n$ vertices, $N$ faces in total, and $t \leq n$ critical points. It is standard to assume that $f$ is PL-Morse (a well-behaved input assumption) and that the maximum degree in the contour tree is 3. A fundamental result in this area is the algorithm of Carr, Snoeyink, and Axen to compute contour trees, which runs in $O(n \log n + N\alpha(N))$ time [CSA00] (where $\alpha(\cdot)$ denotes the inverse Ackermann function). In practical applications, $N$ is typically $\Theta(n)$ (certainly true for $d = 2$). The most expensive operation is an initial sort of all the vertex heights. Chiang et al. build on this approach to get a faster algorithm that only sorts the critical vertices, yielding a running time of $O(t \log t + N)$ [CLLR05]. Common applications for contour trees involve turbulent combustion or noisy
data, where the number of critical points is likely to be \( \Omega(n) \). So we are still left with the bottleneck of sorting a large set of numbers. Unfortunately, there is a worst-case lower bound of \( \Omega(t \log t) \) by Chiang et al. [CLLR05], based on a construction of Bajaj et al. [BKO+98].

But this is only a worst-case bound. All previous algorithms begin by sorting (at least) the critical points, and hence must pay \( \Omega(t \log t) \) for all instances. Can we beat this sorting bound for certain instances, and can we characterize which inputs are hard? Our main result gives an affirmative answer.

**Definition 3.1.1.** For a contour tree \( T \), a leaf path is any path in \( T \) containing a leaf, which is also monotonic in the height values of its vertices. Then a path decomposition, \( P(T) \), is a partition of the vertices of \( T \) into a set of vertex disjoint leaf paths.

**Theorem 3.1.2.** Consider a PL-Morse\(^* \) \( f : M \to \mathbb{R} \), where the contour tree \( T \) has maximum degree 3. There is a deterministic algorithm to compute \( T \) whose running time is \( O(\sum_{p \in P(T)} |p| \log |p| + t_\alpha(t) + N) \), where \( P(T) \) is a specific path decomposition (constructed implicitly by the algorithm).

The number of comparisons made is \( O(\sum_{p \in P(T)} |p| \log |p| + t + N) \).

In particular, any comparisons made are only between ancestors and descendants in the contour tree, while previous algorithms compared everything.

Let us interpret the running time. For any path decomposition \( P(T) \), obviously \( \sum_{p \in P(T)} |p| = |T| = t \), and so the running time is \( O(t \log t + N) \). But this is tight only when \( T \) is tall and thin. A better upper bound is \( O(t \log D + t_\alpha(t) + N) \), where \( D \) is the diameter of \( T \). This is clearly an improvement when the tree is short and fat, but it can be even better. Consider a contour tree that is constant balanced, meaning that the ratio of sizes of sibling subtrees is \( \Theta(1) \). A calculation yields that for any decomposition of such a contour tree, our bound is \( O(t_\alpha(t) + n) \). Consider the example of Figure 3.2 extended to a larger binary tree both above and below, so \( t = \Omega(n) \). The running time of the algorithm of Theorem 3.1.2 is \( O(n_\alpha(n)) \), whereas all previous algorithms require \( \Omega(n \log n) \) time.

We complement Theorem 3.1.2 with a lower bound, suggesting that the comparison model complexity of \( \sum_{p \in P(T)} |p| \log |p| \) is inherent for any contour tree algorithm. The exact phrasing of the lower bound requires some care. Consider the \( d = 2 \) (terrain) case. Let a path decomposition \( P \) be called valid if it is actually output by the algorithm on some input.

**Theorem 3.1.3.** Consider a valid path decomposition \( P \). There exists a family \( F_p \) of terrains (i.e. \( d = 2 \)) with the following properties. Any contour tree algorithm makes \( \Omega(\sum_{p \in P} |p| \log |p|) \) comparisons in the worst case over \( F_p \). Furthermore, for any terrain in \( F_p \), the algorithm of Theorem 3.1.2 makes \( O(\sum_{p \in P} |p| \log |p|) \) comparisons.

In other words, for any path decomposition, \( P \), we can design a hard family where any algorithm requires \( \sum_{p \in P} |p| \log |p| \) time in the worst case, and our algorithm matches this bound.

**Beyond worst-case analysis.** Our result provides understanding of the complexity of contour tree construction beyond the standard worst-case analysis. Our theorem and lower bound characterize hard instances. Trees that are short and fat are easy to compute, whereas trees with long paths are hard. This is tangentially related to the concept of instance-optimal algorithms, as defined by Afshani et al. [ABC09]. Their notion of

---

\( \ast \)This is a standard “well-behaved” input assumption that implies that all critical points have distinct values, and the contour tree has max-degree 3. Our algorithm does not need this, but it simplifies the proof and presentation.
optimality is far more refined than what we prove, but it shares the flavor of understanding the spectrum of
easy to hard instances. In general, our analysis forces one to look closely at the relationship between sorting
and the contour tree problem.

3.1.1 Previous Work

Contour trees were first used to study terrain maps by Boyell and Ruston, and Freeman and Morse [BR63,
FM67]. They were used for isoline extraction in geometric data by van Kreveld et al. [vKvOB+97], who
provided the first formal algorithm. Contour trees and related topological structures have been applied
in analysis of fluid mixing, combustion simulations, and studying chemical systems [LBM+06, BWP+10,
BWH+11, BWT+11, MGB+11]. Carr’s thesis [Car04] gives various applications of contour trees for data
visualization and is an excellent reference for contour tree definitions and algorithms.

There are numerous algorithms for computing contour trees. An $O(N \log N)$ time algorithm for func-
tions over 2D meshes and an $O(N^2)$ algorithm for higher dimensions, was presented by van Kreveld et al.
[vKvOB+97]. Tarasov and Vyalya [TV98] improved the running time to $O(N \log N)$ for the 3D case. The
influential paper of Carr et al. [CSA00] improved the running time for all dimensions to $O(n \log n + N \alpha(N))$.
This result forms the basis of subsequent practical and theoretical work in computational topology
applications. Pascucci and Cole-McLaughlin [PCM02] provided an $O(n + t \log n)$ time algorithm for 3-
dimensional structured meshes. Chiang et al. [CLLR05] provide an unconditional $O(N + t \log t)$ algorithm. The latter
result crucially uses monotone paths to improve the running time, and our algorithm repeatedly exploits
numerous properties of monotone paths. Carr’s thesis shows relationships between monotone paths in $\mathbb{M}$
and its contour tree $\mathcal{C}(\mathbb{M})$.

Contour trees are a special case of Reeb graphs, a general topological representation for real-valued
functions on any manifold. We refer the reader to Chapter 6 in [HE10] for more details. Algorithms for
computing Reeb graphs is an active topic of research [SK91, CMEH+03, PSBM07, DN09, HWW10, Par12],
where two results explicitly reduce to computing contour trees [TGSP09, DN13].

![Figure 3.1: Two surfaces with different orderings of the maxima, but the same contour tree.](image)

3.2 Contour tree basics

We detail the basic definitions about contour trees. We follow the terminology of Chapter 6 of Carr’s thesis
[Car04]. All our assumptions and definitions are standard for results in this area, though there is some
variability in notation. The input is a continuous piecewise-linear (PL) function $f : \mathbb{M} \to \mathbb{R}$, where $\mathbb{M}$ is a
simply connected and fully triangulated simplicial complex in $\mathbb{R}^d$, except for specially designated boundary facets. So $f$ is defined only on the vertices of $M$, and all other values are obtained by linear interpolation. We assume that $f$ has distinct values on all vertices, except for boundaries, as expressed in the following constraint, which intuitively requires that all boundaries look like (local) horizontal cuts.

**Definition 3.2.1.** The function $f$ is boundary critical if the following holds. Consider a boundary facet $F$. All vertices of $F$ have the same function value. Furthermore, all neighbors of vertices in $F$, which are not also in $F$ itself, either have all function values strictly greater than or all function values strictly less than the function value at $F$.

This is convenient, as we can now assume that $f$ is defined on $\mathbb{R}^d$. Any point inside a boundary facet has a well-defined height, including the infinite facet, which is required to be a boundary facet. However, we allow for other boundary facets, to capture the resulting surface pieces after our algorithm make a horizontal cut.

We think of the dimension, $d$, as constant, and assume that $M$ is represented in a data structure that allows constant-time access to neighboring simplices in $M$ (e.g. [BM12]). (This is analogous to a doubly connected edge list, but for higher dimensions.) Observe that $f : M \rightarrow \mathbb{R}$ can be thought of as a $d$-dimensional simplicial complex living in $\mathbb{R}^{d+1}$, where $f(x)$ is the “height” of a point $x \in M$, which is encoded in the representation of $M$. Specifically, rather than writing our input as $(M, f)$, we abuse notation and typically just write $M$ to denote the lifted complex.

**Definition 3.2.2.** The level set at value $h$ is the set $\{x|f(x) = h\}$. A contour is a maximal connected component of a level set. An $h$-contour is a contour where $f$-values are $h$.

Note that a contour that does not contain a boundary is itself a simplicial complex of one dimension lower, and is represented (in our algorithms) as such. We let $\delta$ and $\varepsilon$ denote infinitesimals. Let $B_\varepsilon(x)$ denote a ball of radius $\varepsilon$ around $x$, and let $f|B_\varepsilon(x)$ be the restriction of $f$ to $B_\varepsilon(x)$.

**Definition 3.2.3.** The Morse up-degree of $x$ is the number of $(f(x) + \delta)$-contours of $f|B_\varepsilon(x)$ as $\delta, \varepsilon \rightarrow 0^+$. The Morse down-degree is the number of $(f(x) - \delta)$-contours of $f|B_\varepsilon(x)$ as $\delta, \varepsilon \rightarrow 0^+$.

We categorize points depending on the local changes in topology.

**Definition 3.2.4.** A point $x$ is categorized as follows.

- **Regular:** Both Morse up-degree and down-degrees are 1.
- **Maximum:** Morse up-degree is 0.
- **Minimum:** Morse down-degree is 0.
- **Morse Join:** Morse up-degree is strictly greater than 1.
• **Morse Split**: Morse down-degree is strictly greater than 1.

Non-regular points are critical. Morse joins and splits are saddles. Maxima and minima are extrema.

The set of critical points is denoted by \( V(f) \). Because \( f \) is piecewise-linear, all critical points are vertices in \( M \). A value \( h \) is called critical, if \( f(v) = h \), for some \( v \in V(f) \). A contour is called critical, if it contains a critical point, and it is called regular otherwise.

The critical points are exactly where the topology of level sets change. By assuming that our manifold is boundary critical, the vertices on a given boundary are either collectively all maxima or all minima. We abuse notation and refer to this entire set of vertices as a maximum or minimum.

**Definition 3.2.5.** Two regular contours \( \psi \) and \( \psi' \) are equivalent if there exists an \( f \)-monotone path \( p \) connecting a point in \( \psi \) to \( \psi' \), such that no \( x \in p \) belongs to a critical contour.

This equivalence relation gives a set contour classes. Every such class maps to intervals of the form \((f(x_i), f(x_j))\), where \( x_i, x_j \) are critical points. Such a class is said to be created at \( x_i \) and destroyed at \( x_j \).

**Definition 3.2.6.** The contour tree is the graph on vertex set \( V = V(f) \), where edges are formed as follows. For every contour class that is created at \( v_i \) and destroyed \( v_j \), there is an edge \((v_i, v_j)\). (Conventionally, edges are directed from higher to lower function value.)

We denote the contour tree of \( M \) by \( C(M) \). The corresponding node and edge sets are denoted as \( V(\cdot) \) and \( E(\cdot) \). It is not immediately obvious that this graph is a tree, but alternate definitions of the contour tree in [CSA00] imply this is a tree. Since this tree has height values associated with the vertices, we can talk about up-degrees and down-degrees in \( C(M) \). We assume there are no “multi-saddles”, so up and down-degrees are at most 2, and the total degree is at most 3. This is again a standard assumption in topological algorithms and can be achieved by vertex unfolding (Section 6.3 in [HE10]).

### 3.2.1 Some technical remarks

Note that if one intersects \( \bar{M} \) with a given ball \( B \), then a single contour in \( \bar{M} \) might be split into more than one contour in the intersection. In particular, two \((f(x) + \delta)\)-contours of \( f|_{B_e(x)} \), given by **Definition 3.2.3**, might actually be the same contour in \( \bar{M} \). Alternatively, one can define the up-degree (as opposed to Morse up-degree) as the number of \((f(x) + \delta)\)-contours (in the full \( M \)) that intersect \( B_e(x) \), a potentially smaller number. This up-degree is exactly the up-degree of \( x \) in \( C(M) \). (Analogously, for down-degree.) When the Morse up-degree is 2 but the up-degree is 1, the topology of the level set changes but not by the number of connected components changing. For example, when \( d = 3 \) this is equivalent to the contour gaining a handle. When \( d = 2 \), this distinction is not necessary, since any point with Morse degree strictly greater than 1 will have degree strictly greater than 1 in \( C(M) \).

As Carr points out in Chapter 6 of his thesis, the term contour tree can be used for a family of related structures. Every vertex in \( \bar{M} \) is associated with an edge in \( C(\bar{M}) \), and sometimes the vertex is explicitly placed in \( C(\bar{M}) \) (by subdividing the respective edge). This is referred to as augmenting the contour tree, and it is common to augment \( C(\bar{M}) \) with all vertices. Alternatively, one can smooth out all vertices of up-degree and down-degree 1 to get the unaugmented contour tree. (For \( d = 2 \), there are no such vertices in \( C(\bar{M}) \).)

The contour tree of **Definition 3.2.6** is the typical definition in all results on output-sensitive contour trees, and is the smallest tree that contains all the topological changes of level sets. **Theorem 3.1.2** is applicable for any augmentation of \( C(\bar{M}) \) with a predefined set of vertices, though we will not delve into these aspects in this paper.
3.3 A tour of the new contour tree algorithm

Our final algorithm is quite technical and has numerous moving parts. However, for the $d = 2$ case, where the input is just a triangulated terrain, the main ideas of the parts of the algorithm can be explained clearly. Therefore, here we first provide a high level view of the entire result, which we view as essential for understanding our approach.

In the interest of presentation, the definitions and theorem statements in this section will slightly differ from those in the main body. They may also differ from the original definitions proposed in earlier work.

**Do not globally sort:** Arguably, the starting point for this work is Figure 3.1. We have two terrains with exactly the same contour tree, but different orderings of (heights of) the critical points. Turning it around, we cannot deduce the full height ordering of critical points from the contour tree. Sorting all critical points is computationally unnecessary for constructing the contour tree. In Figure 3.2, the contour tree consists of two balanced binary trees, one of the joins, another of the splits. Again, it is not necessary to know the relative ordering between the mounds on the left (or among the depressions on the right) to compute the contour tree. Yet some ordering information is necessary: on the left, the little valleys are higher than the big central valley, and this is reflected in the contour tree. Leaf paths in the contour tree have points in sorted order, but incomparable points in the tree are unconstrained. How do we sort exactly what is required, without knowing the contour tree in advance?

### 3.3.1 Breaking $\mathbb{M}$ into simpler pieces

Let us begin with the algorithm of Carr, Snoeyink, and Axen [CSA00]. The key insight is to build two different trees, called the join and split trees, and then merge them together into the contour tree. Consider sweeping down via the hyperplane $x_{d+1} = h$ and taking the superlevel sets. These are the connected components of the portion of $\mathbb{M}$ above height $h$. For a terrain, the superlevel sets are a collection of “mounds”. As we sweep downwards, these mounds keep joining each other, until finally, we end up with all of $\mathbb{M}$. The join tree tracks exactly these events. Formally, let $\mathbb{M}_v^+$ denote the simplicial complex induced on the subset of vertices which are higher than $v$.

**Definition 3.3.1.** The critical join tree $J_C(\mathbb{M})$ is built on the set $V$ of all critical points.† The directed edge $(u, v)$ is present when $u$ is the smallest valued vertex in a connected component of $\mathbb{M}_v^+$ and $v$ is connected to this component (in $\mathbb{M}$).

Abusing notation, for now we will just call this the join tree. (In Section 3.6 we carefully handle the distinction between the join tree and the critical join tree.) Refer to Figure 3.2 for the join tree of a terrain. Note that nothing happens at splits, but these are still put as vertices in the join tree. They simply form a long path. The split tree is obtained by simply inverting this procedure, sweeping upwards and tracking sublevel sets.

A major insight of [CSA00] is an ingeniously simple linear time procedure to construct the contour tree from the join and split trees. So the bottleneck is computing these trees. Observe in Figure 3.2 that the split vertices form a long path in the join tree (and vice versa). Therefore, constructing these trees forces a global sort of the splits, an unnecessary computation for the contour tree. Unfortunately, in general (i.e.

---

†Later, in Definition 3.6.3, we define the critical join tree on a certain subset of $V$.  
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unlike Figure 3.2) the heights of joins and splits may be interleaved in a complex manner, and hence the final merging of [CSA00] to get the contour tree requires having the split vertices in the join tree. Without this, it is not clear how to get a consistent view of both joins and splits, required for the contour tree.

Our aim is to break $\mathcal{M}$ into smaller pieces, where this unnecessary computation can be avoided.

**Contour surgery:** We first need a divide-and-conquer lemma. Any contour $\phi$ can be associated with an edge $e$ of the contour tree. Suppose we “cut” $\mathcal{M}$ along this contour. We prove that $\mathcal{M}$ is split into two disconnected pieces, such the contour trees of these pieces is obtained by simply cutting $e$ in $C(\mathcal{M})$. Alternatively, the contour trees of these pieces can be glued together to get $C(\mathcal{M})$. This is not particularly surprising, and is fairly easy to prove with the right definitions. The idea of loop surgery has been used to reduce Reeb graphs to contour trees [TGSP09, DN13]. Nonetheless, our theorem appears to be new and works for all dimensions.

![Figure 3.3: On left, downward rain spilling only (each shade of gray represents a piece created by each different spilling), producing a grid. Note we are assuming raining was done in reverse sorted order of maxima. On right, flipping the direction of rain spilling.](image)

Cutting $\mathcal{M}$ into extremum dominant pieces: We define a simplicial complex endowed with a height to be minimum dominant if there exists only a single minimum. (Our real definition is more complicated, and involves simplicial complexes that allow additional “trivial” minima.) In such a complex, there exists a non-ascending path from any point to this unique minimum. Analogously, we can define maximum dominant complexes, and both are collectively called extremum dominant.

We will cut $\mathcal{M}$ into disjoint extremum dominant pieces, in linear time. One way to think of our procedure is a meteorological analogy. Take an arbitrary maximum $x$, and imagine torrential rain at the maximum. The water flows down, wetting any point that has a non-ascending path from $x$. We end up with two portions, the wet part of $\mathcal{M}$ and the dry part. This is similar to watershed algorithms used for image segmentation [RM00]. The wet part is obviously connected, while there may be numerous disconnected dry parts. The interface between the dry and wet parts is a set of contours\(^4\), given by the “water line”. The wet part is clearly maximum dominant, since all wet points have a non-descending path to $x$. So we can simply cut along the interface contours to get the wet maximum dominant piece $\mathcal{M}'$. By our contour surgery theorem, we are left with a set of disconnected dry parts, and we can recur this procedure on them.

But here’s the catch. Every time we cut $\mathcal{M}$ along a contour, we potentially increase the complexity of $\mathcal{M}$. Water flows in the interior of faces, and the interface will naturally cut some faces. Each cut introduces new vertices, and a poor choice of repeated raining leads to a large increase in complexity. Consider the left

---

\(^4\)Technically, they are not contours, but rather the limits of sequences of contours.
of Figure 3.3. Each raining produces a single wet and dry piece, and each cut introduces many new vertices. If we wanted to partition this terrain into maximum dominant simplicial complexes, the final complexity would be forbiddingly large.

A simple trick saves the day. Unlike reality, we can choose rain to flow solely downwards or solely upwards. Apply the procedure above to get a single wet maximum dominant $M'$ and a set of dry pieces. Observe that a single dry piece $N$ is boundary critical with the newly introduced boundary $\phi$ (the wet-dry interface) behaving as a minimum. So we can rain upwards from this minimum, and get a minimum dominant portion $N'$. This ensures that the new interface (after applying the procedure on $N$) does not cut any face previously cut by $\phi$. For each of the new dry pieces, the newly introduced boundary is now a maximum. So we rain downwards from there. More formally, we alternate between raining upwards and downwards as we go down the recursion tree. We can prove that an original face of $M_{w}$ is cut at most once, so the final complexity can be bounded. In Figure 3.3, this procedure would yield two pieces, one maximum dominant, and one minimum dominant.

Using the contour surgery theorem previously discussed, we can build the contour tree of $M_{w}$ from the contour trees of the various pieces created. All in all, we prove the following theorem.

**Theorem 3.3.2.** There is an $O(N)$ time procedure that cuts $M_{w}$ into extremum dominant simplicial complexes $M_{1}, M_{2}, \ldots$. Furthermore, given the set of contour trees $\{C(M_{v})\}$, $C(M)$ can be constructed in $O(N)$ time.

**Extremum dominance simplifies contour trees:** We will focus on minimum dominant simplicial complexes $M_{w}$. By Theorem 3.3.2, it suffices to design an algorithm for contour trees on such inputs. For the $d = 2$ case, it helps to visualize such an input as a terrain with no minima, except at a unique boundary face (think of a large boundary triangle that is the boundary). All the valleys in such a terrain are necessarily joins, and there can be no splits. Look at Figure 3.2. The portion on the left is minimum dominant in exactly this fashion. More formally, $M_{v}^{c}$ is connected for all $v$, so there are no splits.

We can prove that the split tree is just a path, and the contour tree is exactly the join tree. The formal argument is a little involved, and we employ the merging procedure of [CSA00] to get a proof. We demonstrate that the merging procedure will actually just output the join tree, so we do not need to actually compute the split tree. (The real definition of minimum dominant is a little more complicated, so the contour tree is more than just the join tree. But computationally, it suffices to construct the join tree.)

We stress the importance of this step for our approach. Given the algorithm of [CSA00], one may think that it suffices to design faster algorithms for join trees. But this cannot give the sort of optimality we hope for. Again, consider Figure 3.2. Any algorithm to construct the true join tree must construct the path of splits, which implies sorting all of them. It is absolutely necessary to cut $M_{w}$ into pieces where the cost of building the join tree can be related to that of building $C(M)$.

### 3.3.2 Join trees from painted mountaintops

Arguably, everything up to this point is a preamble for the main result: a faster algorithm for join trees. Our algorithm does not require the input to be extremum dominant. This is only required to relate the join trees to the contour tree of the initial input $M_{w}$. For convenience, we use $N$ to denote the input here. Note that in Definition 3.3.1, the join tree is defined purely combinatorially in terms of the 1-skeleton (the underlying graph) of $N$. 
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The join tree $J_C(N)$ is a rooted tree with the dominant minimum at the root, and we direct edges downwards (towards the root). So it makes sense to talk of comparable vs incompable vertices. We arrive at the main challenge: how to sort only the comparable critical points, without constructing the join tree? The join tree algorithm of [CSA00] is a typical event-based computational geometry algorithm. We have to step away from this viewpoint to avoid the global sort.

The key idea is paint spillning. Start with each maximum having a large can of paint, with distinct colors for each maximum. In arbitrary order, we spill paint from each maximum, wait till it flows down, then spill from the next, etc. Paint is viscous, and only flows down edges. It does not paint the interior of higher dimensional faces. That is, this process is restricted to the 1-skeleton of $N$. Furthermore, our paints do not mix, so each edge receives a unique color, decided by the first paint to reach it. In the following, $[n]$ denotes the set $\{1, \ldots, n\}$, for any natural number $n$.

**Definition 3.3.3.** Let the 1-skeleton of $N$ have edge set $E$ and maxima $X$. A painting of $N$ is a map $\chi : X \cup E \rightarrow ||X||$ with the following property. Consider an edge $e$. There exists a descending path from some maximum $x$ to $e$ consisting of edges in $E$, such that all edges along this path have the same color as $x$.

An initial painting has the additional property that the restriction $\chi : X \rightarrow ||X||$ is a bijection.

Note that a painting colors edges, and not vertices (except for maxima). Our definition also does not require the timing aspect of iterating over colors, though that is one way of painting $N$. We begin with an initial painting, since all maximum colors are distinct. A few comments on paint vs water. The interface between two regions of different color is not a contour, and so we cannot apply the divide-and-conquer approach of contour surgery. On the other hand, painting does not cut $N$, so there is no increase in complexity. Clearly, an initial painting can be constructed in $O(N)$ time. This is the tradeoff between water and paint. Water allows for an easy divide-and-conquer, at the cost of more complexity in the input. For an extremum dominant input, using water to divide the input $N$ raises the complexity too much.

Our algorithm incrementally builds $J_C(M)$ from the leaves (maxima) to the root (dominant minimum). We say that vertex $v$ is touched by color $c$, if there is a $c$-colored edge with lower endpoint $v$. Let us focus on an initial painting, where the colors have 1-1 correspondence with the maxima. Refer to the left part of Figure 3.4. Consider two sibling leaves $\ell_1, \ell_2$ and their common parent $v$. The leaves are maxima, and $v$ is a join that “merges” $\ell_1, \ell_2$. In that case, there are “mounds” corresponding to $\ell_1$ and $\ell_2$ that merge at a valley $v$. Suppose this was the entire input, and $\ell_1$ was colored blue and $\ell_2$ was colored red. Both mounds are colored completely blue or red, while $v$ is touched by both colors. So this indicates that $v$ joins the blue maximum and red maximum in $J_C(M)$.

This is precisely how we hope to exploit the information in the painting. We prove later that when some join $v$ has all incident edges with exactly two colors, the corresponding maxima (of those colors) are exactly the children of $v$ in $J_C(M)$. To proceed further, we “merge” the colors red and blue into a new color, purple. In other words, we replace all red and blue edges by purple edges. This indicates that the red and blue maxima have been handled. Imagine flattening the red and blue mounds until reaching $v$, so that the former join $v$ is now a new maximum, from which purple paint is poured. In terms of $J_C(M)$, this is equivalent to removing leaves $\ell_1$ and $\ell_2$, and making $v$ a new leaf. Alternatively, $J_C(M)$ has been constructed up to $v$, and it remains to determine $v$’s parent. The merging of the colors is not explicitly performed as that would be too expensive; instead we maintain a union-find data structure for that.

Of course, things are more complicated when there are other mounds. There may be a yellow mound, corresponding to $\ell_3$ that joins with the blue mound higher up at some vertex $u$ (see the right part of
Figure 3.4). In $\mathcal{J}_C(\mathcal{M})$, $\ell_1$ and $\ell_3$ are sibling leaves, and $\ell_2$ is a sibling of some ancestor of these leaves. So we cannot merge red and blue, until yellow and blue merge. Naturally, we use priority queues to handle this issue. We know that $u$ must also be touched by blue. So all critical vertices touched by blue are put into a priority queue keyed by height, and vertices are handled in that order.

What happens when finally blue and red join at $v$? We merge the two colors, but now have blue and red queues of critical vertices, which also need to be merged to get a consistent painting. This necessitates using a priority queue with efficient merges. Specifically, we use binomial heaps [Vui78], as they provide logarithmic time merges and deletes (though other similar heaps work). We stress that the feasibility of the entire approach hinges on the use of such an efficient heap structure.

In this discussion, we ignored an annoying problem. Vertices may actually be touched by numerous colors, not just one or two as assumed above. A simple solution would be to insert vertices into heaps corresponding to all colors touching it. But there could be super-constant numbers of copies of a vertex, and handling all these copies would lead to extra overhead. We show that it suffices to simply put each vertex $v$ into at most two heaps, one for each “side” of a possible join. We are guaranteed that when $v$ needs to be processed, all edges have at most 2 colors, because of all the color merges that previously occurred.

The running time analysis: Relating the running time to a path decomposition is the most technical part of this chapter. All the non-heap operations can be easily bounded by $O(t \alpha(t) + N)$ (the $t \alpha(t)$ is from the union-find data structure for colors). It is not hard to argue that at all times, any heap always contains a subset of a leaf to root path. Unfortunately, this subset is not contiguous, as the right part of Figure 3.4 shows. Specifically, in this figure the far left saddle (labeled $i$) is hit by blue paint. However, there is another saddle on the far right (labeled $j$) which is not hit by blue paint. Since this far right saddle is slightly higher than the far left one, it will merge into the component containing the blue mound (and also the yellow and red mounds) before the far left one. Hence, the vertices initially touched by blue are not contiguous in the contour tree.

Nonetheless, we can get a non-trivial (but non-optimal) bound. Let $d_v$ denote the distance to the root for vertex $v$ in the join tree. The total cost (of the heap operations) is at most $\sum_v \log d_v$. This immediately proves a bound of $O(t \log D)$, where $D$ is the maximum distance to the root, an improvement over previous work. But this bound is non-optimal. For a balanced binary tree, this bound is $O(t \log \log t)$, whereas the cost of any path decomposition is $O(t)$.

The cost of heap operations depends on heap sizes, which keep changing because of the repeated merging. This causes the analysis to be technically challenging. There are situations where the initial heap sizes are small, but they eventually merge to create larger heaps. We employ a variant of heavy path decompositions.
first used by Sleator and Tarjan for analyzing link/cut trees [ST83]. The final analysis charges expensive heap operations to long paths in the decomposition.

### 3.3.3 The lower bound

Consider a contour tree $T$ and the path decomposition $P(T)$ used to bound the running time. Denoting $\text{cost}(P(T)) = \sum_{p \in P(T)} |p| \log |p|$, we construct a set of $\prod_{p \in P(T)} |p|!$ functions on a fixed domain such that each function has a distinct (labeled) contour tree. By a simple entropy argument, any algebraic decision tree that correctly computes the contour tree on all instances requires worst case $\Omega(\text{cost}(P(T)))$ time. We prove that our algorithm makes $\Theta(\text{cost}(P(T)))$ comparisons on all these instances.

We have a fairly simple construction that works for terrains. In $P(T)$, consider the path $p$ that involves the root. The base of the construction is a conical “tent”, and there will be $|p|$ triangular faces that will each have a saddle. The heights of these saddles can be varied arbitrarily, and that will give $|p|$ different choices. Each of these saddles will be connected to a recursive construction involving other paths in $P(T)$. Effectively, one can think of tiny tents that are sticking out of each face of the main tent. The contour trees of these tiny tents attach to a main branch of length $|p|$. Working out the details, we get $\prod_{p \in P(T)} |p|!$ terrains each with a distinct contour tree.

### 3.4 Divide and conquer through contour surgery

**The cutting operation:** We define a “cut” operation on $f : \mathbb{M} \to \mathbb{R}$ that cuts along a regular contour to create a new simplicial complex with an added boundary. Given a contour $\phi$, roughly speaking, this constructs the simplicial complex $\mathbb{M} \setminus \phi$. We will always enforce the condition that $\phi$ never passes through a vertex of $\mathbb{M}$. Again, we use $\epsilon$ for an infinitesimally small value. We denote $\phi^+$ (resp. $\phi^-$) to be the contour at value $f(\phi) + \epsilon$ (resp. $f(\phi) - \epsilon$), which is at distance $\epsilon$ from $\phi$.

An $h$-contour is achieved by intersecting $\mathbb{M}$ with the hyperplane $x_{d+1} = h$ and taking a connected component. (Think of the $d + 1$-dimension as height.) Given some point $x$ on an $h$-contour $\phi$, we can walk along $\mathbb{M}$ from $x$ to determine $\phi$. We can “cut” along $\phi$ to get a new (possibly) disconnected simplicial complex $\mathbb{M}'$. This is achieved by splitting every face $F$ that $\phi$ intersects into an “upper” face and “lower” face. Algorithmically, we cut $F$ with $\phi^+$ and take everything above $\phi^+$ in $F$ to make the upper face. Analogously, we cut with $\phi^-$ to get the lower face. The faces are then triangulated to ensure that they are all simplices. This creates the two new boundaries $\phi^+$ and $\phi^-$, and we maintain the property of constant $f$-value at a boundary.

Note that by assumption $\phi$ cannot cut a boundary face, and moreover all non-boundary faces have constant size. Therefore, this process takes time linear in $|\phi|$, the number of faces $\phi$ intersects. This new simplicial complex is denoted by $\text{cut}(\phi, \mathbb{M})$. We now describe a high-level approach to construct $\mathcal{C}(\mathbb{M})$ using this cutting procedure.

### Surgery($\mathbb{M}, \phi$)

1. Let $\mathbb{M}' = \text{cut}(\mathbb{M}, \phi)$.
2. Construct $\mathcal{C}(\mathbb{M}')$ and let $A, B$ be the nodes corresponding to the new boundaries created in $\mathbb{M}'$. (One is a minimum and the other is maximum.)
3. Since $A, B$ are leaves, they each have unique neighbors $A'$ and $B'$, respectively. Insert edge $(A', B')$ and delete $A, B$ to obtain $\mathcal{C}(\mathbb{M})$. 
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Theorem 3.4.1. For any regular contour $\phi$, the output of surgery($\mathbb{M}, \phi$) is $\mathcal{C}(\mathbb{M})$.

To prove the above theorem, we require some theorems from [Car04] (Theorems 6.6 and 6.7) that map paths in $\mathcal{C}(\mathbb{M})$ to $\mathbb{M}$.

**Theorem 3.4.2.** For every path $P$ in $\mathbb{M}$, there exists a path $Q$ in the contour tree corresponding to the contours passing through points in $P$. For every path $Q$ in the contour tree, there exists at least one path $P$ in $\mathbb{M}$ through points present in contours involving $Q$.

**Theorem 3.4.3.** For every monotone path $P$ in $\mathbb{M}$, there exists a monotone path $Q$ in the contour tree to which $P$ maps (as in the previous theorem), and vice versa.

Theorem 3.4.1 is a direct consequence of the following lemma.

**Lemma 3.4.4.** Consider a regular contour $\phi$ contained in a contour class (of an edge of $\mathcal{C}(\mathbb{M})$) $(u, v)$ and denote $\mathbb{M}' = \text{cut}(\mathbb{M}, \phi)$. Then $\mathcal{V}(\mathcal{C}(\mathbb{M}')) = \{\phi^+, \phi^-\} \cup \mathcal{V}(\mathbb{M})$ and $\mathcal{E}(\mathcal{C}(\mathbb{M}')) = \{(u, \phi^+), (\phi^-, v)\} \cup (\mathcal{E}(\mathbb{M}) \setminus (u, v))$.

**Proof:** First observe that since $\phi$ is a regular contour, the vertex set in the complex $\mathbb{M}'$ is the same as the vertex set in $\mathbb{M}$, except with the addition of the newly created vertices on $\phi^+$ and $\phi^-$. Moreover, $\text{cut}(\mathbb{M}, \phi)$ does not affect the local neighborhood of any vertex in $\mathbb{M}$. Therefore since a vertex being critical is a local condition, with the exception of new boundary vertices, the critical vertices in $\mathbb{M}$ and $\mathbb{M}'$ are the same. Finally, the new vertices on $\phi^+$ and $\phi^-$ collectively behave as a minimum and maximum, respectively, and so $\mathcal{V}(\mathcal{C}(\mathbb{M}')) = \{\phi^+, \phi^-\} \cup \mathcal{V}(\mathbb{M})$.

Now consider the edge sets of the contour trees. Any contour class in $\mathbb{M}'$ (i.e. edge in $\mathcal{C}(\mathbb{M}')$) that does not involve $\phi^+$ or $\phi^-$ is also a contour class in $\mathbb{M}$. Furthermore, a maximal contour class satisfying these properties is also maximal in $\mathbb{M}$. So all edges of $\mathcal{C}(\mathbb{M}')$ that do not involve $\phi^+$ or $\phi^-$ are edges of $\mathcal{C}(\mathbb{M})$. Analogously, every edge of $\mathcal{C}(\mathbb{M})$ not involving $\phi$ is an edge of $\mathcal{C}(\mathbb{M}')$.

Consider the contour class corresponding to edge $(u, v)$ of $\mathcal{C}(\mathbb{M})$. There is a natural ordering of the contours by function value, ranging from $f(u)$ to $f(v)$. All contours in this class “above” $\phi$ form a maximal contour class in $\mathbb{M}'$, represented by edge $(u, \phi^+)$. Analogously, there is another contour class represented by edge $(\phi^-, v)$. We have now accounted for all contours in $\mathcal{C}(\mathbb{M}')$, completing the proof.

A useful corollary of this lemma shows that a contour actually splits the simplicial complex into two disconnected complexes.

**Theorem 3.4.5.** $\text{cut}(\mathbb{M}, \phi)$ consists of two disconnected simplicial complexes.

**Proof:** Denote (as in Lemma 3.4.4) the edge containing $\phi$ to be $(u, v)$. Suppose for contradiction that there is a path between vertices $u$ and $v$ in $\mathbb{M}' = \text{cut}(\mathbb{M}, \phi)$. By Theorem 3.4.2, there is a path in $\mathcal{C}(\mathbb{M}')$ between $u$ and $v$. Since $\phi^+$ and $\phi^-$ are leaves in $\mathcal{C}(\mathbb{M}')$, this path cannot use their incident edges. Therefore by Lemma 3.4.4, all the edges of this path are in $\mathcal{E}(\mathcal{C}(\mathbb{M})) \setminus (u, v)$. So we get a cycle in $\mathcal{C}(\mathbb{M})$, a contradiction. To show that there are exactly two connected components in $\text{cut}(\mathbb{M}, \phi)$, it suffices to see that $\mathcal{C}(\mathbb{M}')$ has two connected components (by Lemma 3.4.4) and then applying Theorem 3.4.2.
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### 3.5 Raining to partition $\mathbb{M}$

In this section, we describe a linear time procedure that partitions $\mathbb{M}$ into special extremum dominant simplicial complexes.

**Definition 3.5.1.** A simplicial complex is minimum dominant if there exists a minimum $x$ such that every non-minimal vertex in the manifold has a non-ascending path to $x$. Analogously define maximum dominant.

The first aspect of the partitioning is “raining”. Start at some point $x \in \mathbb{M}$ and imagine rain at $x$. The water will flow downwards along non-ascending paths and “wet” all the points encountered. Note that this procedure considers all points of the manifold, not just vertices.

**Definition 3.5.2.** Fix $x \in \mathbb{M}$. The set of points $y \in \mathbb{M}$ such that there is a non-ascending path from $x$ to $y$ is denoted by $\text{wet}(x, \mathbb{M})$ (which in turn is represented as a simplicial complex). A point $z$ is at the interface of $\text{wet}(x, \mathbb{M})$ if every neighborhood of $z$ has non-trivial intersection with $\text{wet}(x, \mathbb{M})$.

The following claim gives a description of the interface. While its meaning is quite intuitive, the proof is tedious.

**Claim 3.5.3.** For any $x$, each connected component of the interface of $\text{wet}(x, \mathbb{M})$ contains a join vertex.

**Proof:** If $p \in \text{wet}(x, \mathbb{M})$, all the points in any contour containing $p$ are also in $\text{wet}(x, \mathbb{M})$. (Follow the non-ascending path from $x$ to $p$ and then walk along the contour.) The converse is also true, so $\text{wet}(x, \mathbb{M})$ contains entire contours.

Let $\varepsilon, \delta$ be sufficiently small as usual. Fix some $y$ at the interface. Note that $y \in \text{wet}(x, \mathbb{M})$. (Otherwise, $B_\varepsilon(y)$ is dry.) The points in $B_\varepsilon(y)$ that lie below $y$ have a descending path from $y$ and hence must be wet. There must also be a dry point in $B_\varepsilon(y)$ that is above $y$, and hence, there exists a dry, regular $(f(y) + \delta)$-contour $\phi$ intersecting $B_\varepsilon(y)$.

Let $\Gamma_y$ be the contour containing $y$. Suppose for contradiction that $\forall p \in \Gamma_y$, $p$ has up-degree 1 (see Definition 3.2.3). Consider the non-ascending path from $x$ to $y$ and let $z$ be the first point of $\Gamma_y$ encountered. There exists a wet, regular $(f(y) + \delta)$-contour $\psi$ intersecting $B_\varepsilon(z)$. Now, walk from $z$ to $y$ along $\Gamma_y$. If all points $w$ in this walk have up-degree 1, then $\psi$ is the unique $(f(y) + \delta)$-contour intersecting $B_\varepsilon(w)$. This would imply that $\phi = \psi$, contradicting the fact that $\psi$ is wet and $\phi$ is dry.

Note that $\text{wet}(x, \mathbb{M})$ (and its interface) can be computed in time linear in the size of the wet simplicial complex. We perform a non-ascending search from $x$. Any face $F$ of $\mathbb{M}$ encountered is partially (if not entirely) in $\text{wet}(x, \mathbb{M})$. The wet portion is determined by cutting $F$ along the interface. Since each component of the interface connected subset of a contour, this is equivalent to locally cutting $F$ by a hyperplane. All these operations can be performed to output $\text{wet}(x, \mathbb{M})$ in time linear in $|\text{wet}(x, \mathbb{M})|$.

We define a simple lift operation on the interface components. Consider such a component $\phi$ containing a join vertex $y$. Take any dry increasing edge incident to $y$, and pick the point $z$ on this edge at height $f(y) + \delta$ (where $\delta$ is an infinitesimal, but larger than the value $\varepsilon$ used in the definition of cut). Let $\text{lift}(\phi)$ be the unique contour through the regular point $z$. Note that $\text{lift}(\phi)$ is dry.

**Claim 3.5.4.** Let $\phi$ be a connected component of the interface. Then $\text{cut}(\mathbb{M}, \text{lift}(\phi))$ results in two disjoint simplicial complexes, one consisting entirely of dry points.
Proof: By Theorem 3.4.5, cut(M, lift(φ)) results in two disjoint simplicial complexes. Let N be the complex containing the point x (the argument in wet(x, M)), and let N' be the other complex. Any path from x to N' must intersect lift(φ), which is dry. Hence N' is dry.

We describe the main partitioning procedure that cuts a simplicial complex N into extremum dominant complexes. It takes an additional input of a maximum x. To initialize, we begin with N set to M and x as an arbitrary maximum. One of the critical aspects of the procedure is that the rain alternately flows downwards and upwards, since otherwise faces may be cut a super constant number of times (see Figure 3.3). In other words, when we start, rain flows downwards. In each recursive call, the direction of rain is switched to the opposite direction. While one can implement rain this way, it is conceptually easier to think of inverting a complex N' when a recursive call is made. Inversion is easily achieved by just negating the height values. (From a running time standpoint, it suffices to maintain a single bit associated with N' that determines whether heights are inverted or not.) We can now let rain flow downwards, as it usually does in our world.

\[
\text{rain}(x, N) =
\begin{enumerate}
  \item \text{Determine interface of wet}(x, N).
  \item If the interface is empty, simply output N. Otherwise, denote the connected components by φ1, φ2, ..., φk and set φ'_i = lift(φ_i).
  \item Initialize N_1 = N.
  \item For i from 1 to k:
    \begin{enumerate}
      \item Construct cut(N_i, φ'_i), consisting of dry complex L_i and remainder N_{i+1}.
      \item Let the newly created boundary of L_i be B_i. Invert L_i so that B_i is a maximum.
        Recursively call rain(B_i, L_i).
    \end{enumerate}
  \item Output N_{k+1} together with any complexes output by recursive calls.
\end{enumerate}
\]

For convenience, denote the total output of rain(x, M) by M_1, M_2, ..., M_r. We first argue the correctness of rain.

**Lemma 3.5.5.** Each output M_i is extremum dominant.

Proof: Consider a call to rain(x, N). If the interface is empty, then all of N is in wet(x, N), so N is trivially extremum dominant. So suppose the interface is non-empty and consists of φ1, φ2, ..., φk (as denoted in the procedure). By repeated applications of Claim 3.5.4, N_{k+1} contains wet(x, M). Consider wet(x, N_{k+1}). The interface must exactly be φ1, φ2, ..., φk. So the only dry vertices are those in the boundaries B_1, B_2, ..., B_k. But these boundaries are maxima.

As rain(x, M) proceeds, new faces/simplices are created because of repeated cutting. The key to the running time of rain(x, M) is bounding the number of newly created faces, for which we have the following lemma.

**Lemma 3.5.6.** A face F ∈ M is cut\(^8\) at most once during rain(x, M).

Proof: All notation here follows that in the pseudocode of rain. First, by Theorem 3.4.5, all the pieces on which rain is invoked are disjoint. Second, all recursive calls are made on dry complexes.

Consider the first time that F is cut, say, during the call to rain(x, N). Specifically, say this happens when cut(N_i, φ'_i) is constructed. cut(N_i, φ'_i) will cut F with two horizontal cutting planes, one ε above φ'_i

\(^8\)Technically what we are calling a single cut is done with two hyperplanes.
and one ε below φ′. This breaks F into lower and upper portions which are then triangulated (there is also a discarded middle portion). The lower portion, which is adjacent φi, gets included in N_{k+1}, the complex containing the wet points, and hence does not participate in any later recursive calls. The upper portion (call it U) is in L_i. Note that the lower boundary of U is in the boundary B_i. Since a recursive call is made to \text{rain}(B_i, L_i) (and L_i is inverted), U becomes wet. Hence U, and correspondingly F, will not be subsequently cut.

**Theorem 3.5.7.** The total running time of \text{rain}(x, M) is \(O(|M|)\).

**Proof:** The only non-trivial operations performed are \text{wet} and \text{cut}. Since \text{cut} is a linear time procedure, Lemma 3.5.6 implies the total time for all calls to \text{cut} is \(O(|M|)\). As for the \text{wet} procedure, observe that Lemma 3.5.6 additionally implies there are only \(O(|M|)\) new faces created by \text{rain}. Therefore, since \text{wet} is also a linear time procedure, and no face is ever wet twice, the total time for all calls to \text{wet} is \(O(|M|)\).

**Claim 3.5.8.** Given \(C(M_1), C(M_2), \ldots, C(M_r), C(M)\) can be constructed in \(O(|M|)\) time.

**Proof:** Consider the tree of recursive calls in \text{rain}(x, M), with each node labeled with some \(M_i\). Walk through this tree in a leaf first ordering. Each time we visit a node we connect its contour tree to the contour tree of its children in the tree using the \text{surgery} procedure. Each \text{surgery} call takes constant time, and the total time is the size of the recursion tree.

### 3.6 Contour trees of extremum dominant manifolds

The previous section allows us to restrict attention to extremum dominant manifolds. We will orient so that the extremum in question is always a minimum. We will fix such a simplicial complex \(M\), with the dominant minimum \(m^*\). For vertex \(v\), we use \(M^+_v\) to denote the simplicial complex obtained by only keeping vertices \(u\) such that \(f(u) > f(v)\). Analogously, define \(M^-_v\). Note that \(M^+_v\) may contain numerous connected components.

The main theorem of this section asserts that the contours trees of minimum dominant manifolds have a simple description. The exact statement will require some definitions and notation. We require the notions of join and split trees, as given by [CSA00]. Conventionally, all edges are directed from higher to lower function value.

**Definition 3.6.1.** The join tree \(J(M)\) of \(M\) is built on vertex set \(V(M)\). The directed edge \((u, v)\) is present when \(u\) is the smallest valued vertex in a connected component of \(M^+_v\) and \(v\) is connected to this component (in \(M\)). The split tree \(S(M)\) is obtained by looking at \(M^-_v\) (or alternately, by taking the join tree of the inversion of \(M\)).

Some basic facts about these trees. All outdegrees in \(J(M)\) are at most 1, all indegree 2 vertices are joins, all leaves are maxima, and the global minimum is the root. All indegrees in \(S(M)\) are at most 1, all outdegree 2 vertices are splits, all leaves are minima, and the global maximum is the root. As these trees are rooted, we can use ancestor-descendant terminology. Specifically, for two adjacent vertices \(u\) and \(v\), \(u\) is the parent of \(v\) if \(u\) is closer to the root (i.e. each node can have at most one parent, but can have two children).

The key observation is that \(S(M)\) is trivial for a minimum dominant \(M\).

**Lemma 3.6.2.** \(S(M)\) consists of:
- A single path (in sorted order) with all vertices except non-dominant minima.
- Each non-dominant minimum is attached to a unique split (which is adjacent to it).

Proof: It suffices to prove that each split \( v \) has one child that is just a leaf, which is a non-dominant minimum. Specifically, any minimum is a leaf in \( S(M) \) and thereby attached to a split, which implies that if we removed all non-dominant minima, we must end up with a path, as asserted above.

Consider a split \( v \). For sufficiently small \( \varepsilon, \delta \), there are exactly two \( (f(v) - \delta) \)-contours \( \phi \) and \( \psi \) intersecting \( B_\varepsilon(v) \). Both of these are regular contours. There must be a non-ascending path from \( v \) to the dominant minimum \( m^\ast \). Consider the first edge (necessarily decreasing from \( v \)) on this path. It must intersect one of the \( (f(v) - \delta) \)-contours, say \( \phi \). By Theorem 3.4.5, \( \text{cut}(M, \phi) \) has two connected components, with one (call it \( L \)) having \( \phi^- \) as a boundary maximum. This complex contains \( m^\ast \) as the non-ascending path intersects \( \phi \) only once. Let the other component be called \( M' \).

Consider \( \text{cut}(M', \psi) \) with connected component \( N \) having \( \psi^- \) as a boundary. \( N \) does not contain \( m^\ast \), so any path from the interior of \( N \) to \( m^\ast \) must intersect the boundary \( \psi^- \). But the latter is a maximum in \( N \), so there can be no non-ascending path from the interior to \( m^\ast \). Since \( M \) is overall minimum dominant, the interior of \( N \) can only contain a single vertex \( w \), a non-dominant minimum.

The split \( v \) has two children in \( S(M) \), one in \( N \) and one in \( L \). The child in \( N \) can only be the non-dominant minimum \( w \), which is a leaf.

It is convenient to denote the non-dominant minima as \( m_1, m_2, \ldots, m_k \) and the corresponding splits (as given by the lemma above) as \( s_1, s_2, \ldots, s_k \).

Using the above lemma we can now prove that computing the contour tree for a minimum dominant manifold amounts to computing its join tree. Specifically, to prove our main theorem, we rely on the correctness of the merging procedure from [CSA00] that constructs the contour tree from the join and split trees. It actually constructs the augmented contour tree \( A(M) \), which obtained by replacing each edge in the contour tree with a path of all regular vertices (sorted by height) whose corresponding contour belongs to the equivalence class of that edge.

Consider a tree \( T \) with a vertex \( v \) of in and out degree at most 1. Erasing \( v \) from \( T \) is the following operation: if \( v \) is a leaf, just delete \( v \). Otherwise, delete \( v \) and connect its neighbors by an edge (i.e. smooth \( v \) out). This tree is denoted by \( T \ominus v \).

\[
\text{merge}(J(M), S(M))
\]

1. Set \( J = J(M) \) and \( S = S(M) \).
2. Denote \( v \) as a candidate if the sum of its indegree in \( J \) and outdegree in \( S \) is 1.
3. Add all candidates to queue.
4. While candidate queue is non-empty:
   - (a) Let \( v \) be head of queue. If \( v \) is leaf in \( J \), consider its edge in \( J \). Otherwise consider its edge in \( S \). In either case, denote the edge by \((v, w)\).
   - (b) Insert \((v, w)\) in \( A(M) \).
   - (c) Set \( J = J \ominus v \) and \( S = S \ominus v \). Enqueue any new candidates.
5. Smooth out all regular vertices in \( A(M) \) to get \( C(M) \).

**Definition 3.6.3.** The critical join tree \( J_c(M) \) is built on the set \( V' \) of all critical points other than the non-dominant minima. The directed edge \((u, v)\) is present when \( u \) is the smallest valued vertex in \( V' \) in a connected component of \( M^+_\epsilon \) and \( v \) is connected to this component (in \( M \)).
Theorem 3.6.4. Let $M$ have a dominant minimum. The contour tree $C(M)$ consists of all edges $\{(s_i, m_i)\}$ and $J_C(M)$.

Proof: We first show that $A(M)$ is $J(M) \ominus \{m_i\}$ with edges $\{(s_i, m_i)\}$. We have flexibility in choosing the order of processing in `merge`. We first put the non-dominant maxima $m_1, \ldots, m_k$ into the queue. As these are processed, the edges $\{(s_i, m_i)\}$ are inserted into $A(M)$. Once all the $m_i$’s are erased, $S$ becomes a path, so all outdegrees are at most 1. The join tree is now $J(M) \ominus \{m_i\}$. We can now process $J$ leaf by leaf, and all edges of $J$ are inserted into $A(M)$.

Note that $C(M)$ is obtained by smoothing out all regular points from $A(M)$. Similarly, smoothing out regular points from $J(M) \ominus \{m_i\}$ yields the edges of $J_C(M)$.

3.7 Painting to compute contour trees

The main algorithmic contribution is a new algorithm for computing join trees of any triangulated simplicial complex $M$.

**Painting:** The central tool is a notion of *painting* $M$. Initially associate a color with each maximum. Imagine there being a large can of paint of a distinct color at each maximum $x$. We will spill different paint from each maximum and watch it flow down. This is analogous to the raining in the previous section, but paint is a much more viscous liquid. So paint only flows down edges, and it does not color the interior of higher dimensional faces. Furthermore, paints do not mix, so every edge of $M$ gets a unique color. This process (and indeed the entire algorithm) works purely on the 1-skeleton of $M$, which is just a graph.

We now restate Definition 3.3.3.

**Definition 3.7.1.** Let the 1-skeleton of $M$ have edge set $E$ and maxima $X$. A painting of $M$ is a map $\chi : X \cup E \to |X|$ with the following property. Consider an edge $e$. There exists a descending path from some maximum $x$ to $e$ consisting of edges in $E$, such that all edges along this path have the same color as $x$.

An initial painting has the additional property that the restriction $\chi : X \to |X|$ is a bijection.

A painting only colors edges, not vertices. We associate certain sets of colors with vertices.

**Definition 3.7.2.** Fix a painting $\chi$ and vertex $v$.

- An up-star of $v$ is the set of edges that all connected to a fixed component of $M^+ v$.
- A vertex $v$ is touched by color $c$ if $x$ is incident to a $c$-colored edge with $v$ at the lower endpoint. For $v, col(v)$ is the set of colors that touch $v$.
- A color $c \in col(v)$ fully touches $v$ if all edges in an up-star are colored $v$.
- For any maximum $x \in X$, we say that $x$ is both touched and fully touched by $\chi(x)$.

Each non-maximum $v$ participates in at least 1 and at most 2 up-stars (the latter iff $v$ is a join).

3.7.1 The data structures

We discuss all the initializations in the next section.

**The binomial heaps $T(c)$:** For each color $c$, $T(c)$ is a subset of vertices touched by $c$, This is stored as a binomial max-heap keyed by vertex heights. Abusing notation, $T(c)$ refers both to the set and the data structure used to store it.
The union-find data structure on colors: We will repeatedly perform unions of classes of colors, and this will be maintained as a standard union-find data structure. For any color $c$, $\text{rep}(c)$ denotes the representative of its class.

The stack $K$: This consists of non-extremal critical points, with monotonically increasing heights as we go from the base to the head.

Attachment vertex $\text{att}(c)$: For each color $c$, we maintain a critical point $\text{att}(c)$ of this color. We will maintain the guarantee that the portion of the contour tree above (and including) $\text{att}(c)$ has already been constructed.

### 3.7.2 The algorithm

We formally describe the algorithm below. We require a technical definition of ripe vertices.

**Definition 3.7.3.** A vertex $v$ is ripe if: for all $c \in \text{col}(v)$, $v$ is present in $T(\text{rep}(c))$ and is also the highest vertex in this heap.

#### init($M$)

1. Construct an initial painting of $M$ using a descending BFS from maxima that does not explore previously colored edges.
2. Determine all critical points in $M$. For each $v$, look at $(f(v) \pm \delta)$-contours in $f|_{B_{\varepsilon}(v)}$ to determine the up and down degrees.
3. Mark each critical $v$ as unprocessed.
4. For each critical $v$ and each up-star, pick arbitrary color $c$ touching $v$. Insert $v$ into $T(c)$.
5. Initialize $\text{rep}(c) = c$ and set $\text{att}(c)$ to be the unique maximum colored $c$.
6. Initialize $K$ to be an empty stack.

#### build($M$)

1. Run init($M$).
2. While there are unprocessed critical points:
   (a) Run update($K$). Pop $K$ to get $h$.
   (b) Let $\text{cur}(h) = \{\text{rep}(c)|c \in \text{col}(h)\}$.
   (c) For all $c' \in \text{cur}(h)$:
      i. Add edge $(\text{att}(c'), h)$ to $J_{C}(M)$.
      ii. Delete $h$ from $T(c')$.
   (d) Merge heaps $\{T(c')|c' \in \text{cur}(h)\}$.
   (e) Take union of $\text{cur}(h)$ and denote resulting color by $\hat{c}$.
   (f) Set $\text{att}(\hat{c}) = h$ and mark $h$ as processed.

#### update($K$)

1. If $K$ is empty, push arbitrary unprocessed critical point $v$.
2. Let $h$ be head of $K$.
3. While $h$ is not ripe:
   (a) Find $c \in \text{col}(h)$ such that $h$ is not the highest in $T(\text{rep}(c))$.
   (b) Push the highest of $T(\text{rep}(c))$ onto $K$, and update head $h$. 
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A few simple facts:

- At all times, the colors form a valid painting.
- Each vertex is present in at most 2 heaps. After processing, it is removed from all heaps.
- After $v$ is processed, all edges incident to $v$ have the same color (more technically, the same representative).
- Vertices on the stack are in increasing height order.

**Observation 3.7.4.** Each unprocessed vertex is always in exactly one queue of the colors in each of its up-stars. Specifically, for a given up-star of a vertex $v$, \texttt{init}(M) puts $v$ into the queue of exactly one of the colors of the up-star, say $c$. As time goes on this queue may merge with other queues, but while $v$ remains unprocessed, it is only ever (and always) in the queue of $\text{rep}(c)$, since $v$ is never added to a new queue and is not removed until it is processed. In particular, finding the queues of a vertex in \texttt{update}(K) requires at most two union find operations (assuming each vertex records its two colors from \texttt{init}(M)).

### 3.7.3 Proving correctness

Our main workhorse is the following technical lemma. In the following, the current color of an edge, $e$, is the value of $\text{rep}(\chi(e))$, where $\chi(e)$ is the color of $e$ from the initial painting.

**Lemma 3.7.5.** Suppose vertex $v$ is connected to a component $P$ of $M_+^+$ by an edge $e$ which is currently colored $c$. Either all edges in $P$ are currently colored $c$, or there exists a critical vertex $w \in P$ fully touched by $c$ and touched by another color.

**Proof:** Since $e$ has color $c$, there must exist vertices in $P$ touched by $c$. Consider the highest vertex $w$ in $P$ that is touched by $c$ and some other color. If no such vertex exists, this means all edges incident to a vertex touched by $c$ are colored $c$. By walking through $P$, we deduce that all edges are colored $c$.

So assume $w$ exists. Take the $(f(w) + \delta)$-contour $\phi$ that intersects $B_c(w)$ and intersects some $c$-colored edge incident to $w$. Note that all edges intersecting $\phi$ are also colored $c$, since $w$ is the highest vertex to be touched by $c$ and some other color. (Take the path of $c$-colored edges from the maximum to $w$. For any point on this path, the contour passing through this point must be colored $c$.) Hence, $c$ fully touches $w$. But $w$ is touched by another color, and the corresponding edge cannot intersect $\phi$. So $w$ must have up-degree 2 and is critical.

**Corollary 3.7.6.** Each time \texttt{update}(K) is called, it terminates with a ripe vertex on top of the stack.

**Proof:** \texttt{update}(K) is only called if there are unprocessed vertices remaining, and so by the time we reach step 3 in \texttt{update}(K), the stack has some unprocessed vertex $h$ on it. If $h$ is ripe, then we are done, so suppose otherwise.

Let $P$ be one of the components of $M_+^+$. By construction, $h$ was put in the heap of some initial adjacent color $c$. Therefore, $h$ must be in the current heap of $\text{rep}(c)$ (see Observation 3.7.4). Now by Lemma 3.7.5, either all edges in $P$ are colored $\text{rep}(c)$ or there is some vertex $w$ fully touched by $\text{rep}(c)$ and some other color. The former case implies that if there are any unprocessed vertices in $P$ then they are all in $T(\text{rep}(c))$, implying that $h$ is not the highest vertex and a new higher up unprocessed vertex will be put on the stack for the next iteration of the while loop. Otherwise, all the vertices in $P$ have been processed. However, it
cannot be the case that all vertices in all components of $M^+_h$ have already been processed, since this would imply that $h$ was ripe, and so one can apply the same argument to the other non-fully processed component.

Now consider the latter case, where we have a non-monochromatic vertex $w$. In this case $w$ cannot have been processed (since after being processed it is touched only by one color), and so it must be in $T(rep(c))$ since it must be in some heap of a color in each up-star (and one up-star is entirely colored $rep(c)$). As $w$ lies above $h$ in $M$, this implies $h$ is not on the top of this heap.

We prove a series of claims that will lead to the correctness proof.

**Claim 3.7.7.** Consider a ripe vertex $v$ and take the up-star connecting to some component of $M^+_v$. All edges in this component and the up-star have the same color.

*Proof:* Let $c$ be the color of some edge in this up-star. By ripeness, $v$ is the highest in $T(rep(c))$. Denote the component of $M^+_v$ by $P$. By Lemma 3.7.5, either all edges in $P$ are colored $rep(c)$ or there exists critical vertex $w \in P$ fully touched by $rep(c)$ and another color. In the latter case, $w$ has not been processed, so $w \in T(rep(c))$ (contradiction to ripeness). Therefore, all edges in $P$ are colored $rep(c)$.

**Claim 3.7.8.** The partial output on the processed vertices is exactly the restriction of $J_C(M)$ to these vertices.

*Proof:* More generally, we prove the following: all outputs on processed vertices are edges of $J_C(M)$ and for any current color $c$, $att(c)$ is the lowest processed vertex of that color. We prove this by induction on the processing order. The base case is trivially true, as initially the processed vertices and attachments of the color classes are the set of maxima. For the induction step, consider the situation when $v$ is being processed.

Since $v$ is being processed, we know by Corollary 3.7.6 that it is ripe. Take any up-star of $v$, and the corresponding component $P$ of $M^+_v$ that it connects to. By Claim 3.7.7, all edges in $P$ and the up-star have the same color (say $c$). If some critical vertex in $P$ is not processed, it must be in $T(c)$, which violates the ripeness of $v$. Thus, all critical vertices in $P$ have been processed, and so by the induction hypothesis, the restriction of $J_C(M)$ to $P$ has been correctly computed. Additionally, since all critical vertices in $P$ have processed, they all have the same color $c$ of the lowest critical vertex in $P$. Thus by the strengthened induction hypothesis, this lowest critical vertex is $att(c)$.

If there is another component of $M^+_v$, the same argument implies the lowest critical vertex in this component is $att(c')$ (where $c'$ is the color of edges in the respective component). Now by the definition of $J_C(M)$, the critical vertex $v$ connects to the lowest critical vertex in each component of $M^+_v$, and so by the above $v$ should connect to $att(c)$ and $att(c')$, which is precisely what $v$ is connected to by $build(M)$. Moreover, $build$ merges the colors $c$ and $c'$ and correctly sets $v$ to be the attachment, as $v$ is the lowest processed vertex of this merged color (as by induction $att(c)$ and $att(c')$ were the lowest vertices before merging colors).

**Theorem 3.7.9.** Given an input complex $M$, $build(M)$ terminates and outputs $J_C(M)$.

*Proof:* First observe that each vertex can be processed at most once by $build(M)$. By Corollary 3.7.6, we know that as long as there is an unprocessed vertex, $update(K)$ will be called and will terminate with a ripe vertex which is ready to be processed. Therefore, eventually all vertices will be processed, and so by Claim 3.7.8 the algorithm will terminate having computed $J_C(M)$.  
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3.7.4 Running time

We now bound the running time of the above algorithm. In the subsequent sections we will then provide a matching lower bound for the running time. Therefore, it will be useful to set up some terminology that can be used consistently in both places. Specifically, the lower bound proof will be a purely combinatorial statement on colored rooted trees, and so the terminology is of this form.

Any tree $T$ considered in following will be a rooted binary tree\(^*\) where the height of a vertex is its distance from the root $r$ (i.e. conceptually $T$ will be a join tree with $r$ at the bottom). As such, the children of a vertex $v \in T$ are the adjacent vertices of larger height (and $v$ is the parent of such vertices). Then the subtree rooted at $v$, denoted $T_v$ consists of the graph induced on all vertices which are descendants of $v$ (including $v$ itself). For two vertices $v$ and $w$ in $T$ let $d(v, w)$ denote the length of the path between $v$ and $w$. We use $A(v)$ to denote the set of ancestors of $v$. For a set of nodes $U$, $A(U) = \bigcup_{u \in U} A(u)$.

**Definition 3.7.10.** A **leaf assignment** $\chi$ of a tree $T$ assigns two distinct leaves to each internal vertex $v$, one from the left child and one from the right child subtree of $v$ (naturally if $v$ has only one child it is assigned only one color).

For a vertex $v \in T$, we use $H_v$ to denote the heap at $v$. Formally, $H_v = \{u | u \in A(v), \chi(u) \cap L(T_v) \neq \emptyset\}$. In words, $H_v$ is the set of ancestors of $v$ which are colored by some leaf in $T_v$.

**Definition 3.7.11.** Note that the subroutine init($M$) from §3.7.2 naturally defines a leaf assignment to $J_C(M)$ according to the priority queue for each up-star we put a given vertex in. Call this the **initial coloring** of the vertices in $J_C(M)$. Note also that this initial coloring defines the $H_v$ values for all $v \in J_C(M)$.

The following lemma should justify these technical definitions.

**Lemma 3.7.12.** Let $M$ be a simplicial complex with $t$ critical points. For every vertex in $J_C(M)$, let $H_v$ be defined by the initial coloring of $M$. The running time of build($M$) is $O(N + t\alpha(t) + \sum_{v \in J_C(M)} \log |H_v|)$.

**Proof:** First we look at the initialization procedure init($M$). This procedure runs in $O(N)$ time. Indeed, the painting procedure consists of several BFS’s but as each vertex is only explored by one of the BFS’s, it is linear time overall. Determining the critical points is a local computation on the neighborhood of each vertex as so is linear (i.e. each edge is viewed at most twice). Finally, each vertex is inserted into at most two heaps and so initializing the heaps takes linear time in the number of vertices.

Now consider the union-find operations performed by build and update. Initially the union find data structure has a singleton component for each leaf (and no new components are ever created), and so each union-find operation takes $O(\alpha(t))$ time. For update, by Observation 3.7.4, each iteration of the while loop requires a constant number of finds (and no unions). Specifically, if a vertex is found to be ripe (and hence processed next) then these can be charged to that vertex. If a vertex is not ripe, then these can be charged to the vertex put on the stack. As each vertex is put on the stack or processed at most once, update performs $O(t)$ finds overall. Finally, build($M$) performs one union and at most two finds for each vertex. Therefore the total number of union find operations is $O(t)$.

For the remaining operations, observe that for every iteration of the loop in update, a vertex is pushed onto the stack and each vertex can only be pushed onto the stack once (since the only way it leaves the

\(^*\)Note that technically the trees considered should have a leaf vertex hanging below the root of this in order to represent the global minimum of the complex. This vertex is (safely) ignored to simplify the presentation.
3.8 Leaf assignments and path decompositions

In this section, we set up a framework to analyze the time taken to compute a critical join tree \( \mathcal{J}_C(\mathcal{M}) \) (see Definition 3.6.3). We adopt all notation already defined in §3.7.4. From here forward we will often assume binary trees are full binary trees (this assumption simplifies the presentation but is not necessary).

Let \( \chi \) be some fixed leaf assignment to a rooted binary tree \( T \), which in turn fixes all the heaps \( H_v \). We choose a special path decomposition that is best defined as a subset of edges in a given component of \( \mathcal{M}^+_v \) have merged together. In particular, when \( v \) is processed we know it is ripe and so all vertices above \( v \) in each component of \( \mathcal{M}^+_v \) have been processed, implying these merged queues are the queues of the current colors of \( c_1 \) and \( c_2 \). Again since \( v \) is ripe, it must be on the top of these queues and so the only vertices left in these queues are those in \( H_{c_1} \) and \( H_{c_2} \).

Now when \( v \) is handled, three queue operations are performed. Specifically, \( v \) is removed from the queues of \( c_1 \) and \( c_2 \), and then the queues are are merged together. By the above arguments the sizes of the queues for each of these operations are \( H_{c_1} \), \( H_{c_2} \), and \( H_v \), respectively. As merging and deleting takes logarithmic time in the heap size for binomial heaps, the claim now follows.

\[ \sum_{v \in T} \log |H_v| = O(\sum_{p \in P_{\max}(T)} |p| \log |p|). \]

We conclude this section in §3.8.4 by showing that proving this theorem implies our main result Theorem 3.1.2.

3.8.1 Shrubs, tall paths, and short paths

The paths in \( P(T) \) naturally define a tree\(^\dagger\) of their own. Specifically, in the original tree \( T \) contract each path down to its root. Call the resulting tree the \textit{shrub} of \( T \) corresponding to the path decomposition \( P(T) \). Abusing notation, we simply use \( P(T) \) to denote the shrub. As a result, we use terms like ‘parent’, ‘child’, ‘sibling’, etc. for paths as well. The shrub gives a handle on the heaps of a path. We use \( b(p) \) to denote the base of the path, which is vertex in \( p \) closest to root of \( T \). We use \( \ell(p) \) to denote the leaf in \( p \). We use \( H_p \) to denote the \( H_{b(p)} \).

\[ \text{Lemma 3.8.2. Let } p \text{ be any path in } P(T) \text{ and let } \{q_1, \ldots, q_k\} \text{ be the children on } p. \text{ Then } H_{\ell(p)} + \sum_{i=1}^{k} |H_{q_i}| \leq |H_p| + 2|p|. \]

\[^\dagger\text{Please excuse the overloading of the term 'tree', it is the most natural term to use here.} \]
Proof: For convenience, denote $H_i = H_{q_i}$ and $H_0 = H_{l(p)}$. Consider $v \in \bigcup_i H_i$ that lies below $b(p)$ in $T$. Note that such a vertex has only one of its two colors in $L(b(p))$. Since the colors tracked by $H_i$ and $H_j$ for $i \neq j$ are disjoint, such a vertex can appear in only one of the $H_i$'s. On the other hand, a vertex $u \in p$ can appear in more than one $H_i$, but since any vertex has exactly two colors it can appear in at most two such heaps. Hence, $\sum_i |H_i| \leq |H_p| + 2|p|$.

We wish to prove $\sum_{v \in T} \log |H_v| = O(|p| \log |p|)$. The simplest approach is to prove $\forall p \in P$, $\sum_{v \in p} \log |H_v| = O(|p| \log |p|)$. This is unfortunately not true, which is why we divide paths into two categories.

Definition 3.8.3. For $p \in P(T)$, $p$ is short if $|p| < \sqrt{|H_p|}/100$, and tall otherwise.

The following lemma demonstrates that tall paths can “pay” for themselves.

Lemma 3.8.4. If $p$ is tall, $\sum_{v \in p} \log |H_v| = O(|p| \log |p|)$. If $p$ is short, $\sum_{v \in p} \log |H_v| = O(|p| \log |p|)$.

Proof: For $v \in p$, $|H_v| \leq |H_p| + |p|$ (as $v$ is a descendant of $b(p)$ along $p$). Hence, $\sum_{v \in p} \log |H_v| \leq \sum_{v \in p} \log((|H_p| + |p|) = |p| \log(|H_p| + |p|)$. If $p$ is a tall path, then $|p| \log(|H_p| + |p|) = O(|p| \log |p|)$. If $p$ is short, then $|p| \log(|H_p| + |p|) = O(|p| \log |H_p|)$. For short paths, $|p| = O(|H_p|)$.

There are some short paths that we can also “pay” for. Consider any short path $p$ in the shrub. We will refer to the tall support chain of $p$ as the tall ancestors of $p$ in the shrub which have a path to $p$ which does not use any short path (i.e. it is a chain of paths adjacent to $p$).

Definition 3.8.5. A short path $p$ is supported if at least $|H_p|/100$ vertices $v$ in $H_p$ lie in paths in the tall support chain of $p$.

Let $\mathcal{L}$ be the set of short paths, $\mathcal{L}'$ be the set of supported short paths, and $\mathcal{H}$ be the set of tall paths given by $P_{\text{max}}(T)$. We now construct the shrub of unsupported short paths. Consider $p \in \mathcal{L} \setminus \mathcal{L}'$, and traverse the chain of ancestors from $p$. Eventually, we must reach another short path $q$. (If not, we have reached the root $r$ of $P_{\text{max}}(T)$. Hence, $p$ is supported.) Insert edge from $p$ to $q$, so $q$ is the parent of $p$ in $\mathcal{U}$. This construction leads to the shrub forest of $\mathcal{L} \setminus \mathcal{L}'$, where all the roots are supported short paths, and the remaining nodes are the unsupported short paths.

Most of the work goes into proving the following technical lemma.

Lemma 3.8.6. Let $\mathcal{U}$ denote a connected component (shrub) in the shrub forest of $\mathcal{L} \setminus \mathcal{L}'$ and let $r$ be the root of $\mathcal{U}$. (i) For any $v \in p$ such that $p \in \mathcal{U}$, $|H_v| = O(|H_r|)$. (ii) $\sum_{p \in \mathcal{U}} |p| = O(|H_r|)$.

We split the remaining argument into two subsections. We first prove Theorem 3.8.1 from Lemma 3.8.6, which involves routine calculations. Then we prove Lemma 3.8.6, where the interesting work happens.

3.8.2 Proving Theorem 3.8.1

We split the summation into tall, short, and unsupported short paths.

$$\sum_{p \in \mathcal{L}} \sum_{v \in p} \log |H_v| = \sum_{p \in \mathcal{L}} \sum_{v \in p} \log |H_v| + \sum_{p \in \mathcal{L}'} \sum_{v \in p} \log |H_v| + \sum_{p \in \mathcal{H}} \sum_{v \in p} \log |H_v|$$
The last term can be bounded by $O(\sum_{p \in \mathcal{P}_{\text{max}}(T)} |p| \log |p|)$, by Lemma 3.8.4. The second term can be bounded by $O(\sum_{p \in \mathcal{L}} |H_p| \log |H_p|)$, by Lemma 3.8.4 again. The following claim shows that this in turn is at most the last term.

**Claim 3.8.7.** $\sum_{p \in \mathcal{L}} |H_p| \log |H_p| = O(\sum_{q \in \mathcal{H}} \sum_{v \in \mathcal{Q}} \log |H_v|)$.

**Proof:** Pick $p \in \mathcal{L}$. As we traverse the tall support chain of $p$, there are at least $|H_p|/100$ vertices of $H_p$ that lie in these paths. These are encountered in a fixed order. Let $H'_p$ be the first $|H_p|/200$ of these vertices. When $v \in H'_p$ is encountered, there are $|H_p|/200$ vertices of $H_p$ not yet encountered. Hence, $|H_v| \geq |H_p|/200$. Hence, $|H_p| \log |H_p| = O(\sum_{v \in H'_p} \log |H_v|)$. Since all the vertices lie in tall paths, we can write this as $O(\sum_{q \in \mathcal{H}} \sum_{v \in H'_p \cap q} \log |H_v|)$. Summing over all $p$, the expression is $\sum_{q \in \mathcal{H}} \sum_{p \in \mathcal{L}} \sum_{v \in H'_p \cap q} \log |H_v|$.

Consider any $v \in H'_p$. Let $S$ be the set of paths $\tilde{p} \in \mathcal{L}$ such that $v \in H'_p$. We now show $|S| \leq 2$ (i.e. it contains at most one path other than $p$). First observe that any two paths in $S$ must be unrelated (i.e. $S$ is an anti-chain), since paths which have an ancestor-descendant relationship have disjoint tall support chains. However, any vertex $v$ receives exactly one color from each of its two subtrees (in $T$), and therefore $|S| \leq 2$ since any two paths which share descendant leaves in $T$ (i.e. their heaps are tracking the same color) must have an ancestor-descendant relationship.

In other words, any $\log |H_v|$ appears at most twice in the above triple summation. Hence, we can bound it by $O(\sum_{q \in \mathcal{H}} \sum_{v \in \mathcal{Q}} \log |H_v|)$.

The first term (unsupported short paths) can be charged to the second term (supported short paths). This is where the critical Lemma 3.8.6 plays a role.

**Claim 3.8.8.** $\sum_{p \in \mathcal{L} \setminus \mathcal{L}'} \sum_{v \in \mathcal{Q}} \log |H_v| = O(\sum_{p \in \mathcal{L}} |H_p| \log |H_p|)$.

**Proof:** Let $\mathcal{U}$ denote a connected component of the shrub forest. We have $\sum_{p \in \mathcal{L} \setminus \mathcal{L}'} \sum_{v \in \mathcal{Q}} \log |H_v| \leq \sum_{\mathcal{U}} \sum_{p \in \mathcal{U}} \sum_{v \in \mathcal{P}} \log |H_v|$. By Lemma 3.8.6, $|H_v| = O(|H_r|)$, where $r$ is the root of $\mathcal{U}$. Furthermore, $\sum_{p \in \mathcal{U}} |p| = O(|H_r|)$. We have $\sum_{p \in \mathcal{U}} \sum_{v \in \mathcal{P}} \log |H_v| = O((\log |H_r|) \sum_{p \in \mathcal{U}} |p|) = O(|H_r| \log |H_r|)$. We sum this over all $\mathcal{U}$ in the shrub forest, and note that roots in the shrub forest are supported short paths.

### 3.8.3 Proving Lemma 3.8.6: the root is everything in $\mathcal{U}$

Lemma 3.8.6 asserts the root $r$ in $\mathcal{U}$ pretty much encompasses all sizes and heaps in $\mathcal{U}$. We will work with the reduced heap $\tilde{H}_p$. This is the subset of vertices of $H_p$ that do not appear on the tall support chain of $p$. By definition, for any unsupported short path (hence, any non-root $p \in \mathcal{U}$), $|\tilde{H}_p| \geq 99|H_p|/100$. We begin with a key property, which is where the construction of $P_{\text{max}}(T)$ enters the picture.

**Lemma 3.8.9.** Let $q$ be the child of some path $p$ in $\mathcal{U}$, then $|H_p| \geq \frac{4}{5}|H_q|$. Moreover, if $p \neq r(\mathcal{U})$, then $|H_p| \geq \frac{3}{2}|H_q|$.

**Proof:** Let $h(q)$ denote the tall path that is a child of $p$ in $P_{\text{max}}(T)$, and an ancestor of $q$. If no such tall path exists, then by construction $p$ is the parent of $q$ in $P_{\text{max}}(T)$, and the following argument will go through by setting $h(q) = q$.

The chain of ancestors from $q$ to $h(q)$ consists only of tall paths. Since $q$ is unsupported, these paths contain at most $|H_q|/100$ vertices of $H_q$. Thus, $|H_{h(q)}| \geq 99|H_q|/100$.

Consider the base of $h(q)$, which is a node $w$ in $T$. Let $v$ denote the sibling of $w$ in $T$. Their parent is called $u$. Note that both $u$ and $v$ are nodes in the path $p$. Now, the decomposition $P_{\text{max}}(T)$ put $u$ and $v$ in
the same path \( p \). This implies \(|H_u| \geq |H_w|\). Since \(|H_u| \geq |H_w| + |H_{w'}| - 2, \) \(|H_u| \geq 2|H_{w'}| - 2\). Let \( b \) be the base of \( p \). We have \(|H_b| = |H_u| - |H_b| \geq |H_u| - |p| \geq 2|H_{w'}| - |p| - 2\). Since \( p \) is a short path, \(|p| < \sqrt{|H_b|}/100\). Applying this bound, we get \(|H_b| \geq (2 - \delta)|H_{w'}|\) (for a small constant \( \delta > 0 \)). Since \( w \) is the base of \( h(q)\), \( H_{w'} = H_{b(q)}\). We apply the bound \(|H_{b(q)}| \geq 99|H_q|/100\) to get \(|H_b| \geq 197|H_q|/100\), implying the first part of the lemma. For the second part, observe that if \( p \neq r(U)\), then \( p \) is unsupported and so \(|\tilde{H}_b| \geq 99|H_p|/100\), and therefore the second part follows since \(|H_q| \geq |\tilde{H}_q|\). \( \blacksquare \)

This immediately proves part (i) of Lemma 3.8.6. Part (ii) requires much more work.

We define a residue \( R_p \) for each \( p \in U \). Suppose \( p \) has children \( q_1, q_2, \ldots, q_k \) in \( U \). Then \( R_p = |\tilde{H}_p| - \sum_i |\tilde{H}_{q_i}|\). By definition, \(|\tilde{H}_p| = \sum_{q \in U_p} R_q\). Note that \( R_p \) can be negative. Now, define \( R_q^+ = \max(R_p, 0)\), and set \( W_p = \sum_{q \in U_p} R_q^+\). Observe that \( W_p \geq |\tilde{H}_p|\). We also get an approximate converse.

Claim 3.8.10. For any path \( p \in U\), \(|\tilde{H}_p| \geq W_p - 2 \sum_{q \in U_p} |q|\).

Proof: We write \( W_p - |\tilde{H}_p| = \sum_{q \in U_p} R_q^+ - R_q = - \sum_{q \in U_p} R_q < 0 \). Consider \( q \in U_p \) and denote the children in \( U_p \) by \( q_1', q_2', \ldots \). Note that \( R_q \) is negative exactly when \( |\tilde{H}_{q_i}| < |\tilde{H}_{q'}|\). Traverse \( P_{\max}(T) \) from \( q_i' \) to \( q \). Other than \( q_i \), all other nodes encountered are in the tall support chain of \( q_i' \) and hence do not affect its reduced heap. The vertices of \( \tilde{H}_{q'} \) that are deleted are exactly those present in the path \( q \). Any vertex in \( q \) can be deleted from at most two of the reduced heaps (of the children of \( q \) in \( U_p \)), since these reduced heaps do not have an ancestor-descendant relationship. Therefore when \( R_q \) is negative, it is at most by \( 2|q|\). We sum over all \( q \) to complete the proof. \( \blacksquare \)

The main challenge of the entire proof is bounding the sum of path lengths, which is done next. We stress that the all the previous work is mostly the setup for this claim.

Claim 3.8.11. Fix any path \( p \in U \setminus \{r(U)\} \). Suppose for any \( q, q' \in U_p \), where \( q \) is a parent of \( q' \) in \( U_p \), \( W_q \geq (4/3)W_{q'}\). Then \( \sum_{q \in U_p} |q| \leq W_p/20\).

Proof: Since \( q \) is an unsupported short path, \(|q| < \sqrt{|H_q|}/100 \leq \sqrt{|H_q|}/99 \leq \sqrt{W_q}/99\). We prove that \( \sum_{q \in U_p} \sqrt{W_q}/99 \leq W_p/20 \) by a charge redistribution scheme. Assume that each \( q \in U_p^- \) starts with \( \sqrt{W_q}/99 \) units of charge. We redistribute this charge over all nodes in \( U_q \), and then calculate the total charge. For \( q \in U_p \), spread its charge to all nodes in \( U_q \) proportional to \( R^+ \) values. In other words, give \((\sqrt{W_q}/99) \cdot (R_q^+/W_q)\) units of charge to each \( q' \in U_q \).

After the redistribution, let us compute the charge deposited at \( q \). Every ancestor in \( U^- \) \( q = a_0, a_1, a_2, \ldots, a_k \) contributes to the charge at \( q \). The charge is expressed in the following equation. We use the assumption that \( W_{a_i} \geq (4/3)W_{a_{i-1}} \) and hence \( W_{a_i} \geq (4/3)^iW_{a_0} \geq (4/3)^i \), as \( a_0 \) is an unsupported short path and hence \( W_{a_0} \geq 1 \).

\[
(R_q^+/99) \sum_{a_i} 1/\sqrt{W_{a_i}} \leq (R_q^+/99) \sum_{a_i} (3/4)^{i/2} \leq R_q^+/20
\]

The total charge is \( \sum_{q \in U_p} R_q^+/20 = W_p/20\). \( \blacksquare \)

Corollary 3.8.12. Let \( r \) be the root of \( U \), and suppose that for any paths \( q, q' \in U \setminus \{r\} \), where \( q \) is a parent of \( q' \) in \( U \), \( W_q \geq (4/3)W_{q'} \). Then \( \sum_{p \in U} |p| \leq W_r/20 + |r|\).

Proof: Let \( c_1, \ldots, c_m \) be the children of \( r \) in \( U \). By definition, \( W_r = \sum_i W_{c_i} + R_r^+ \geq \sum_i W_{c_i}\). By Claim 3.8.11, for each \( c_i \) we have \( W_{c_i}/20 \geq \sum_{p \in U_{c_i}} |p|\). Combining these to facts yields the claim. \( \blacksquare \)
We wrap it all up by proving part (ii) of Lemma 3.8.6.

**Claim 3.8.13.** \( \sum_{p \in U} |p| \leq |H_r(U)|/10. \)

**Proof:** We use \( r \) for \( r(U) \). Suppose \( W_q \geq (4/3)W_{q'} \) (for any choice in \( U \setminus \{ r \} \) of \( q \) parent of \( q' \), then by Corollary 3.8.12, \( \sum_{p \in U} |p| \leq W_r/20 + |r|. \) By Claim 3.8.10, \( |\tilde{H}_r| \geq W_r - 2 \sum_{p \in U} |p| \), and so combining these inequalities gives,

\[
\sum_{p \in U} |p| \leq 10/9 \left( |\tilde{H}_r|/20 + |r| \right) \leq 10/9 \left( |H_r|/20 + \sqrt{|H_r|}/100 \right) \leq |H_r|/10.
\]

We now prove that for any \( q \) parent of \( q' \) (other than \( r \)), \( W_q \geq (4/3)W_{q'} \). Suppose not. Let \( p, p' \) be the counterexample furthest from the root, where \( p \) is the parent of \( p' \). Note that for \( q \) and child \( q' \) in \( U_{p'} \), \( W_q \geq (4/3)W_{q'} \). We will apply Claim 3.8.11 for \( U_{p'} \) to deduce that \( \sum_{q \in U_{p'}} |q| \leq W_{p'}/20. \) Combining this with Claim 3.8.10 gives, \( |\tilde{H}_{p'}| \geq 19W_{p'}/20. \) By Lemma 3.8.9, \( |\tilde{H}_p| \geq (3/2)|\tilde{H}_{p'}|. \) Noting that \( W_p \geq |\tilde{H}_p| \), we deduce that \( W_p \geq (4/3)W_{p'}. \) Hence, \( p, p' \) is not a counterexample, and more generally, there is no counterexample. That completes the whole proof.

### 3.8.4 Our main result

We now show that Theorem 3.8.1 allows us to upper bound the running time for our join tree and contour tree algorithms in terms of path decompositions.

**Theorem 3.8.14.** Consider a PL-Morse \( f : M \to \mathbb{R} \), where the join tree \( J_C(M) \) has maximum degree 3. There is an algorithm to compute the join tree whose running time is \( O(\sum_{p \in P_{\max}(J_C)} |p| \log |p| + t \alpha(t) + N) \).

**Proof:** By Theorem 3.7.9 we know that \texttt{build}(\( M \)) correctly outputs \( J_C(M) \), and by Lemma 3.7.12 we know this takes \( O(\sum_{v \in J_C(M)} \log |H_v| + t \alpha(t) + N) \) time, where the \( H_v \) values are determined as in Definition 3.7.11. Therefore by Theorem 3.8.1, \texttt{build}(\( M \)) takes \( O(\sum_{p \in P_{\max}(J_C)} |p| \log |p| + t \alpha(t) + N) \) time to correctly compute \( J_C(M) \).

This result for join trees easily implies our main result, Theorem 3.1.2, which we now restate and prove.

**Theorem 3.8.15.** Consider a PL-Morse \( f : M \to \mathbb{R} \), where the contour tree \( C = C(M) \) has maximum degree 3. There is an algorithm to compute \( C \) whose running time is \( O(\sum_{p \in P(T)} |p| \log |p| + t \alpha(t) + N) \), where \( P(T) \) is a specific path decomposition (constructed implicitly by the algorithm).

**Proof:** First, lets review the various pieces of our algorithm. On a given input simplicial complex, we first break it into extremum dominant pieces using \texttt{rain}(\( M \)) (and in \( O(|M|) \) time by Theorem 3.5.7). Specifically, Lemma 3.5.5 proves that the output of \texttt{rain}(\( M \)) is a set of extremum dominant pieces, \( M_1, \ldots, M_k \), and Claim 3.5.8 shows that given the contour trees, \( C(M_1), \ldots, C(M_k) \), the full contour tree, \( C(M) \), can be constructed (in \( O(|M|) \) time).

Now one of the key observations was that for extremum dominant manifolds, computing the contour tree is roughly the same as computing the join tree. Specifically, Theorem 3.6.4 implies that given \( J_C(M_i) \), we can obtain \( C(M_i) \) by simply sticking on the non-dominant minima at their respective splits (which can easily be done in linear time). However, by the above theorem we know \( J_C(M_i) \) can be computed in \( O(\sum_{p \in P_{\max}(J_C(M_i))} |p| \log |p| + t_i \alpha(t_i) + N_i) \) (where \( t_i \) and \( N_i \) are the number of critical points and faces when restricted to \( M_i \)).
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At this point we can now see what the path decomposition referenced in theorem statement should be. It is just the union of all the maximum path decomposition across the extremum dominant pieces, \( P_{\text{max}}(C(M)) = \bigcup_{i=1}^{k} P_{\text{max}}(J_C(M_i)) \). Since all procedures besides computing the join trees take linear time in the size of the input complex, we can therefore compute the contour tree in time 

\[
O\left(N + \sum_{i=1}^{k} \left( \sum_{p \in P_{\text{max}}(J_C(M_i))} |p| \log |p| \right) + t_i \alpha(t_i) + N_i \right) = O\left( \sum_{p \in P_{\text{max}}(C(M))} |p| \log |p| \right) + t \alpha(t) + N
\]

### 3.9 Lower bound by path decomposition

We first prove a lower bound for join trees, and then generalize to contour trees.

#### 3.9.1 Join trees

We focus on terrains, so \( d = 2 \). Consider any path decomposition \( P \) of a valid join tree (i.e. any rooted binary tree). When we say “compute the join tree”, we require the join tree to be labeled with the corresponding vertices of the terrain.

![Figure 3.5: Left: angled view of a diamond / Right: a parent and child diamond put together](image)

**Lemma 3.9.1.** Fix any path decomposition \( P \). There is a family of terrains, \( F_P \), all with the same triangulation, such that \( |F_P| = \Pi_{p \in P}(|p_i| - 1)! \), and no two terrains in \( F_P \) define the same join tree.

**Proof:**

We describe the basic building block of these terrains, which corresponds to a fixed path \( p \in P \). Informally, a diamond is an upside down cone with \( m \) triangular faces (see Figure 3.5). Construct a slightly tilted cycle of length \( m \) with the two antipodal points at heights 1 and 0. These are called the anchor and trap of the diamond, respectively. The remaining \( m - 2 \) vertices are evenly spread around the cycle and heights decrease monotonically when going from the anchor to the trap. Next, create an apex vertex at some appropriately large height, and add an edge to each vertex in the cycle.

Now we describe how to attach two different diamonds. In this process, we glue the base of a scaled down “child” diamond on to a triangular cone face of the larger “parent” diamond (see Figure 3.5). Specifically,
the anchor of the child diamond is attached directly to a face of the parent diamond at some height \( h \). The remainder of the base of the child cone is then extended down (at a slight angle) until it hits the face of the parent.

The full terrain is obtained by repeatedly gluing diamonds. For each path \( p_i \in P \), we create a diamond of size \( |p_i| + 1 \). The two faces adjacent to the anchor are always empty, and the remaining faces are for gluing on other diamonds. (Note that diamonds have size \( |p_i| + 1 \) since \( |p_i| - 1 \) faces represent the joins of \( p_i \), the apex represents the leaf, and we need two empty faces next to the anchor.) Now we glue together diamonds of different paths in the same way the paths are connected in the shrub \( P_S \) (see §3.8.1). Specially, for two paths \( p, q \in P \) where \( p \) is the parent of \( q \) in \( P_S \), we glue \( q \) onto a face of the diamond for \( p \) as described above. (Naturally for this construction to work, diamonds for a given path will be scaled down relative to the size of the diamond of their parent). By varying the heights of the gluing, we get the family of terrains.

Observe now that the only saddle points in this construction are the anchor points. Moreover, the only maxima are the apexes of the diamonds. We create a global boundary minimum by setting the vertices at the base of the diamond representing the root of \( P_S \) all to the same height (and there are no other minima).

Therefore, the saddles on a given diamond will appear contiguously on a root to leaf path in the join tree of the terrain, where the leaf corresponds to the maximum of the diamond (since all these saddles have a direct line of sight to this apex). In particular, this implies that, regardless of the heights assigned to the anchors, the join tree has a path decomposition whose corresponding shrub is equivalent to \( P_S \).

There is a valid instance of this described construction for any relative ordering of the heights of the saddles on a given diamond. In particular, there are \( (|p_i| - 1)! \) possible orderings of the heights of the saddles on the diamond for \( p_i \), and hence \( \Pi_{p_i \in P} (|p_i| - 1)! \) possible terrains we can build. Each one of these functions will result in a different (labeled) join tree. All saddles on a given diamond will appear in sorted order in the join tree. So, any permutation of the heights on a given diamond corresponds to a permutation of the vertices along a path in \( P \).

Two path decompositions \( P_1 \) and \( P_2 \) (of potentially different complexes and/or height functions) are equivalent if: there is a 1-1 correspondence between the sizes of the constituent paths, and the shrubs are isomorphic.

**Lemma 3.9.2.** For all \( M \in F_P \), the number of heap operations performed by \texttt{build}(\( M \)) is \( O(\sum_{p \in P} |p| \log |p|) \).

**Proof:** The primary “non-determinism” of the algorithm is the initial painting constructed by \texttt{init}(\( M \)). We show that regardless of how paint spilling is done, the number of heap operations is bounded as above.

Consider an arbitrary order of the initial paint spilling over the surface. Consider any join on a face of some diamond, which is the anchor point of some connecting child diamond. The join has two up-stars, each of which has exactly one edge. Each edge connects to a maximum and must be colored by that maximum. Hence, the two colors touching this join (according to **Definition 3.7.11**) are the colors of the apexes of the child and parent diamond.

Take any join \( v \), with two children \( w_1 \) and \( w_2 \). Suppose \( w_1 \) and \( v \) belong to the same path in the decomposition. The key is that any color from a maximum in the subtree at \( w_2 \) cannot touch any ancestor of \( v \). This subtree is exactly the contour tree of the child diamond attached at \( v \). The base of this diamond is completely contained in a face of the parent diamond. So all colors from the child “drain off” to the base of the parent, and do not touch any joins on the parent diamond.
Hence, $|H_v|$ is at most the size of the path in $P$ containing $v$. By Lemma 3.7.12, the total number of heap operations is at most $\sum_v \log |H_v|$, completing the proof.

The following is the equivalent of Theorem 3.1.3 for join trees, and immediately follows from the previous lemmas.

**Theorem 3.9.3.** Consider a rooted tree $T$ and an arbitrary path decomposition $P$ of $T$. There is a family $F_P$ of terrains such that any algebraic decision tree computing the contour tree (on $F_P$) requires $\Omega(\sum_{p \in P} |p| \log |p|)$ time. Furthermore, our algorithm makes $O(\sum_{p \in P} |p| \log |p|)$ comparisons on all these instances.

**Proof:** The proof is a basic entropy argument. Any algebraic decision tree that is correct on all of $F_P$ must distinguish all inputs in this family. By Stirling’s approximation, the depth of this tree is $\Omega(\sum_{p \in P} |p| \log |p|)$. Lemma 3.9.2 completes the proof.

### 3.9.2 Contour trees

We first generalize previous terms to the case of contour trees. In this section $T$ will denote an arbitrary contour tree with every internal vertex of degree $3$.

For simplicity we now restrict our attention to path decompositions consistent with the raining procedure described in §3.5 (more general decompositions can work, but it is not needed for our purposes).

**Definition 3.9.4.** A path decomposition, $P(T)$, is called rain consistent if its paths can be obtained as follows. Perform an downward BFS from an arbitrary maximum $v$ in $T$, and mark all vertices encountered. Now recursively run a directional BFS from all vertices adjacent to the current marked set. Specifically, for each BFS run, make it an downward BFS if it is at an odd height in the recursion tree and upward otherwise.

This procedure partitions the vertex set into disjoint rooted subtrees of $T$, based on which BFS marked a vertex. For each such subtree, now take any partition of the vertices into leaf paths.

The following is analogous to Lemma 3.9.1, and in particular uses it as a subroutine.

**Lemma 3.9.5.** Let $P$ be any rain consistent path decomposition of some contour tree. There is a family of terrains, $F_P$, all with the same triangulation, such that the size of $F_P$ is $\Pi_{p_i \in P} (|p_i| - 1)!$, and no two terrains in $F_P$ define the same contour tree.

**Proof:** As $P$ is rain consistent, the paths can be partitioned into sets $P_1, \ldots, P_k$, where $P_i$ is the set of all paths with vertices from a given BFS, as described in Definition 3.9.4. Specifically, let $T_i$ be the subtree of $T$ corresponding to $P_i$ and let $r_i$ be the root vertex of this subtree. Note that the $P_i$ sets naturally define a tree where $P_i$ is the parent of $P_j$ if $r_i$ (i.e. the root of $T_i$) is adjacent to a vertex in $P_j$.

As the set $P_i$ is a path decomposition of a rooted binary tree $T_i$, the terrain construction of Lemma 3.9.1 for $P_i$ is well defined. Actually the only difference is that here the rooted tree is not a full binary tree, and so some of the (non-anchor adjacent) faces of the constructed diamonds will be blank. Specifically, these blank faces correspond to the adjacent children of $P_i$, and they tell us how to connect the terrains of the different $P_i$’s.

**Note that the subtree of the initial vertex is rooted at a maximum. For simplicity we require that the path this vertex belongs to also contains a minimum.**
So for each $P_i$, construct a terrain as described in Lemma 3.9.1. Now each $T_i$ is (roughly speaking) a join or a split tree, depending on whether the BFS which produced it was an upward or downward BFS, respectively. As the construction in Lemma 3.9.1 was for join trees, each terrain we constructed for a $P_i$ which came from a split tree, must be flipped upside down. Now we must described how to glue the terrains together.

By construction, the diamonds corresponding to the paths in $P_i$ are connected into a tree structure (i.e. corresponding to the shrub of $P_i$). Therefore the bottoms of all these diamonds are covered except for the one corresponding to the path containing the root $r_i$. If $r_i$ corresponds to the initial maximum that the rain consistent path decomposition was defined from, then this will be flat and corresponds to the global outer face. Otherwise, $P_i$ has some parent $P_j$ in which case we connect the bottom of the diamond for $r_i$ to a free face of a diamond in the construction for $P_j$, specifically, the face corresponding to the vertex in $T$ which $r_i$ is adjacent to. This gluing is done in the same manner as in Lemma 3.9.1, attaching the anchor for the root of $P_i$ directly the corresponding face of $P_j$, except that now $P_i$ and $P_j$ have opposite orientations. See Figure 3.6.

Just as in Lemma 3.9.1 we now have one fixed terrain structure, such that each different relative ordering of the heights of the join and split vertices on each diamond produces a surface with a distinct contour tree. The specific bound on the size of $\mathcal{F}_P$, defining these distinct contour trees, follows by applying the bound from Lemma 3.9.1 to each $P_i$.

**Lemma 3.9.6.** For all $M \in \mathcal{F}_P$, the number of heap operations is $\Theta(\sum_{p \in P} |p| \log |p|)$

**Proof:** This lemma follows immediately from Lemma 3.9.2. The heap operations can be partitioned into the operations performed in each $P_i$. Apply Lemma 3.9.2 to each of the $P_i$ separately and take the sum.

We now restate Theorem 3.1.3, which follows immediately from an entropy argument, analogous to Theorem 3.9.3.

**Theorem 3.9.7.** Consider any rain consistent path decomposition $P$. There exists a family $\mathcal{F}_P$ of terrains ($d = 2$) with the following properties. Any contour tree algorithm makes $\Omega(\sum_{p \in P} |p| \log |p|)$ comparisons in the worst case over $\mathcal{F}_P$. Furthermore, for any terrain in $\mathcal{F}_P$, our algorithm makes $O(\sum_{p \in P} |p| \log |p|)$ comparisons.

**Remark 3.9.8.** Note that for the terrains described in this section, the number of critical points is within a constant factor of the total number of vertices. In particular, for this family of terrains, all previous algorithms required $\Omega(n \log n)$ time.
Chapter 4

Weighted Voronoi Diagrams

4.1 Introduction

Informal description of the candidate diagram. Suppose you open your refrigerator one day to discover it is time to go grocery shopping. Which store you go to will be determined by a number of different factors. For example, what items you are buying, and do you want the cheapest price or highest quality, and how much time you have for this chore. Naturally the distance to the store will also be a factor. On different days which store is the best to go to will differ based on that day’s preferences. However, there are certain stores you will never shop at. These are stores which are worse in every way than some other store (i.e., further, more expensive, lower quality, etc.). Therefore, the stores that are relevant and therefore in the candidate set are those that are not strictly worse in every way than some other store. Thus, every point in the plane is mapped to a set of stores that a client at that location might use. The candidate diagram is the partition of the plane into regions, where each candidate set is the same for all points in the same region. Naturally, if your only consideration is distance, then this is the (classical) Voronoi diagram of the sites. However, here deciding which shop to use is an instance of multi-objective optimization—there are multiple, potentially competing, objectives to be optimized, and the decision might change as the weighting and influence of these objectives mutate over time (in particular, you might decide to do your shopping in different stores for different products). The concept of relevant stores discussed above is often referred as the Pareto optima.

Pareto optima in welfare economics. Pareto efficiency, named after Vilfredo Pareto, is a core concept in economic theory and more specifically in welfare economics. Here each point in \( \mathbb{R}^d \) represents the corresponding utilities of \( d \) players for a particular allocation of finite resources. A point is said to be Pareto optimal if there is no other allocation which increases the utility of any individual without decreasing the utility of another. The First Fundamental Theorem of Welfare Economics states that any competitive equilibrium (i.e., supply equals demand) is Pareto optimal. The origins of this theorem date back to 1776 with Adam Smith’s famous (and controversial) work, “The Wealth of Nations,” but was not formally proven until the 20th century by Lerner, Lange, and Arrow (see [Fel08]). Naturally such proofs rely on simplifying (i.e., potentially unrealistic) assumptions such as perfect knowledge, or absence of externalities. The Second Fundamental Theorem of Welfare Economics states that any Pareto optimum is achievable through lump-sum transfers (i.e. taxation and redistribution). In other words each Pareto optima is a “best solution” under some set of societal preferences, and is achievable through redistribution in one form or another (see [Fel08] for a more in depth discussion).

*Unless you are feeling adventurous enough that day to eat the frozen mystery food stuck to the back of the freezer, which we strongly discourage you from doing.
Pareto optima in computer science. In computational geometry such Pareto optima points relate to the orthogonal convex hull [OSW84], which in turn relates to the well known convex hull (the input points that lie on the orthogonal convex hull is a super set of those which lie on the convex hull). Pareto optima are also of importance to the database community [BKS01, HTC13], in which context such points are called maximal or skyline points. Such points are of interest as they can be seen as the relevant subset of the (potentially much larger) result of a relational database query. The standard example is querying a database of hotels for the cheapest and closest hotel, where naturally hotels which are farther and more expensive than an alternative hotel are not relevant results. There is a significant amount of work on computing these points, see Kung et al. [KLP75]. More recently, Godfrey et al. [GSG07] compared various approaches for the computation of these points (from a databases perspective), and also introduced their own new external algorithm.†

Modeling uncertainty. Recently, there is a growing interest in modeling uncertainty in data. As real data is acquired via physical measurements, noise and errors are introduced. This can be addressed by treating the data as coming from a distribution (e.g., a point location might be interpreted as a center of a Gaussian), and computing desired classical quantities adapted for such settings. Thus, a nearest-neighbor query becomes a probabilistic question—what is the expected distance to the nearest-neighbor? What is the most likely point to be the nearest-neighbor? (See [AAH+13] and references therein for more information.)

This in turn gives rise to the question of what is the expected complexity of geometric structures defined over such data. The case where the data is a set of points, and the locations of the points are chosen randomly was thoroughly investigated (see [SW93, WW93, HR14] and references therein). The problem, when the locations are fixed but the weights associated with the points are chosen randomly, is relatively new. Agarwal et al. [AHKS14] showed that for a set of disjoint segments in the plane, if they are being expanded randomly, then the expected complexity of the union is near linear. This result is somewhat surprising as in the worst case the complexity of such a union is quadratic.

Here we are interested in bounding the expected complexity of weighted generalizations of Voronoi diagrams (described below), where the weights (not the site locations) are randomly sampled. Note that the result of Agarwal et al. [AHKS14] can be interpreted as bounding the expected complexity of level sets of the multiplicatively weighted Voronoi diagram (of segments). On the other hand, here we want to bound the entire lower envelope (which implies the same bound on any level set). For the special case of multiplicative weighted Voronoi diagrams, a near linear expected complexity bound was provided by Har-Peled and Raichel [HR14]. In this work we consider a much more general class of weighted diagrams which allow multiple weights and non-linear distance functions.

Our contributions

Conceptual contribution. We define formally the candidate diagram in Section 4.2.1—a new geometric structure that combines proximity information with utility. For every point \(x\) in the plane, the diagram associates a candidate set \(L(x)\) of sites that are relevant to \(x\); that is, all the sites that are Pareto optima for \(x\). Putting it differently, a site is not in \(L(x)\) if it is further away from and worse in all parameters than some other site. Significantly, unlike the traditional Voronoi diagram, the candidate diagram allows the user to change their distance function, as long as the function respects the domination relationship. This diagram is

†There is of course a lot of other work on Pareto optimal points, from connections to Nash equilibrium to scheduling. We resisted the temptation of including many such references which are not directly related to this work.
a significant extension of the Voronoi diagram, and includes other extensions of Voronoi diagrams as special subcases, like multiplicative weighted Voronoi diagrams. Not surprisingly, the worst case complexity of this diagram can be quite high.

**Technical contribution.** We consider the case where each site chooses its $j$th attribute from some distribution $D_j$ independently for each $j$. We show that the candidate diagram in expectation has near linear complexity, and that, with high probability, the candidate set has poly-logarithmic size for any point in the plane. In the process we derive several results which are interesting in their own right.

(A) **Low complexity of the minima for random points in the hypercube.** We prove that if $n$ points are sampled from a fixed distribution (see Section 4.2.2 for assumptions on the distribution) over the $d$-dimensional hypercube then, with probability $1 - 1/n^{\Omega(1)}$, the number of Pareto optima points is $O(\log^{d-1} n)$, which is within a constant factor of the expectation (see Lemma 4.5.4). Previously, this result was only known in a weaker form that is insufficient to imply our other results. Specifically, Bai et al. [BDHT05] proved that after normalization the cumulative distribution function of the number of Pareto optima points is normal, up to an additive error $O(1/\text{polylog } n)$. (See [BR10a, BR10b] as well.) In particular, their results (which are quite nice and mathematically involved) only imply the statement with probability $1 - 1/\text{polylog } n$. To the best of our knowledge this result is new—we emphasize, however, that for our purposes a weaker bound of $O(\log^d n)$ is sufficient, and such a weaker result follows readily from the $\varepsilon$-net theorem [HW87] (naturally, this would add a log factor to later results in this chapter).

(B) **Backward analysis with high probability.** To get this result, we prove a lemma providing high probability bounds when applying backwards analysis [Sei93] (see Lemma 4.7.2). Such tail estimates are known in the context of randomized incremental algorithms [CMS93, BCKO08], but our proof is arguably more direct and cleaner, and should be applicable to more cases. See Section 4.2.3 and Section 4.7.

(C) **Overlay of the $k$th order Voronoi cells in randomized incremental construction.** We prove that the overlay of cells during a randomized incremental construction of the $k$th order Voronoi diagram is of complexity $O(k^4 n \log n)$ (see Lemma 4.4.7).

(D) **Complexity of the candidate diagram.** Combining the above results carefully yields a near-linear upper bound on the complexity of the candidate diagram (see Theorem 4.6.1).

**Outline.** In Section 4.2 we formally define our problem and introduce some tools that will be used later on. Specifically, after some required preliminaries, we formally introduce the candidate diagram in Section 4.2.1. The sampling model used is described in detail in Section 4.2.2. In Section 4.2.3, we discuss backward analysis with high-probability bounds.

To bound the complexity of the candidate diagram (i.e., both the size of the planar partition and the total size of the associated candidate sets), in Section 4.3, we use the notion of proxy set. Defined formally in Section 4.3.1, it is (informally) an enlarged candidate set. Section 4.3.2 bounds the size of the proxy set using backward analysis, both in expectation and with high probability. Section 4.3.3 shows that mucking around with the proxy set is useful, by proving that the proxy set contains the candidate set, for any point in the plane.

In Section 4.4, we show that the diagram induced by the proxy sets can be interpreted as the arrangement formed by the overlay of cells during the randomized incremental construction of the $k$th order Voronoi
diagram. To this end, Section 4.4.1 defines the $k$th order Voronoi diagram, the $k$ environment of a site, and states some basic properties of these entities. For our purposes, we need to bound the size of the conflict lists encountered during the randomized incremental construction, and this is done in Section 4.4.2 using the Clarkson-Shor moment technique. Next, in Section 4.4.3, we bound the expected complexity of the proxy diagram.

In Section 4.5, we bound the expected size of the candidate set for any point in the plane. First, in Section 4.5.1, we analyze the number of staircase points of random point sets in hypercubes, and we use this bound, in Section 4.5.2, to bound the size of the candidate set.

In Section 4.6, we put everything together, and prove our main result, showing the desired bound on the complexity of the candidate diagram.

In Section 4.7, we fill in the missing details for the results of Section 4.2.3, proving a high-probability bound for backward analysis.

4.2 Problem definition and preliminaries

Throughout, we assume the reader is familiar with standard computational geometry terms, such as arrangements [SA95], vertical-decomposition [BCKO08], etc. In the same vein, we assume that the variable $d$, the dimension, is a small constant and the $O$ notation hides constants that are potentially exponential (or worse) in $d$.

A quantity is bounded by $O(f)$ with high probability with respect to $n$, if for any large enough constant $\gamma > 0$, there is another constant $c$ depending on $\gamma$ such that the quantity is at most $c \cdot f$ with probability at least $1 - n^{-\gamma}$. In other words, the bound holds for any sufficiently small polynomial error with the expense of a multiplicative constant factor on the size of the bound. When there’s no danger of confusion, we sometimes write $O_{whp}(f)$ for short.

Definition 4.2.1. Consider two points $p = (p_1, \ldots, p_d)$ and $q = (q_1, \ldots, q_d)$ in $\mathbb{R}^d$. The point $p$ dominates $q$ (denoted by $p \preceq q$) if $p_i \leq q_i$, for all $i$.

Given a point set $P \subseteq \mathbb{R}^d$, there are several terms for the subset of $P$ that is not dominated, as discussed above, such as Pareto optima or minima. Here, we use the following term.

Definition 4.2.2. For a point set $P \subseteq \mathbb{R}^d$, a point $p \in P$ is a staircase point of $P$ if no other point of $P$ dominates it. The set of all such points, denoted by $\pi(P)$, is the staircase of $P$.

Observe that for a finite point set $P$, the staircase $\pi(P)$ is never empty.

4.2.1 Formal definition of the candidate diagram

Let $S = \{s_1, \ldots, s_n\}$ be a set of $n$ distinct sites in the plane. For each site $s$ in $S$, there is an associated list $\alpha = (a_1, \ldots, a_d)$ of $d$ real-valued attributes, each in the interval $[0, 1]$. When viewed as a point in the unit hypercube $[0, 1]^d$, this list of attributes is the parametric point of the site $s_i$. Specifically, a site is a point in the plane encoding a facility location, while the term point is used to refer to the (parametric) point encoding its attributes in $\mathbb{R}^d$. 
Preferences. Fix a client location $x$ in the plane. For each site, there are $d + 1$ associated variables for the client to consider. Specifically, the client distance to the site, and $d$ additional attributes (e.g., prices of $d$ different products) associated with the site. Conceptually, the goal of the client is to “pay” as little as possible by choosing the best site (e.g., minimize the overall cost of buying these $d$ products together from a site, where the price of traveling the distance to the site is also taken into account).

Definition 4.2.3. A client $x$ has a dominating preference if for any two sites $s, s'$ in the plane, with parametric points $\alpha, \alpha' \in \mathbb{R}^d$ respectively, the client would prefer the site $s$ over $s'$ if $\|x – s\| \leq \|x – s'\|$ and $\alpha \preceq \alpha'$ (that is, $\alpha$ dominates $\alpha'$).

Note that a client having a dominating preference does not identify a specific optimum site for the client, but rather a set of potential optimum sites. Specifically, given a client location $x$ in the plane, let its distance to the $i$th site be $\ell_i = \|x – s_i\|$. The set of sites the client might possibly use (assuming the client uses a dominating preference) are the staircase points of the set $P(x) = \{(\alpha_1, \ell_1), \ldots, (\alpha_n, \ell_n)\}$ (i.e., we are adding the distance to each site as an additional attribute of the site—this attribute depends on the location of $x$). The set of sites realizing the staircase of $P(x)$ (i.e., all the sites relevant to $x$) is the candidate set $L(x)$ of $x$:

$$L(x) = \left\{ s_i \in S \mid (\alpha_i, \ell_i) \text{ is a staircase point of } P(x) \text{ in } \mathbb{R}^{d+1} \right\}.$$  \hspace{1cm} (4.1)

The candidate cell of $x$ is the set of all the points in the plane that have the same candidate set associated with them; that is, $\{ p \in \mathbb{R}^2 \mid L(p) = L(x) \}$. The decomposition of the plane into these cells is the candidate diagram.

Now, the client $x$ has the candidate set $L(x)$, and it chooses some site (or potentially several sites) from $L(x)$ that it might want to use. Note that the client might decide to use different sites for different acquisitions. As an example, consider the case when each site $s_i$ is attached with weights $\alpha_i = (a_{i,1}, a_{i,2})$. If the client $x$ has the preference of choosing the site with smallest value $a_{i,1} \cdot \ell_i$ among all the sites, then this preference is a dominating preference, and therefore the client will choose one of the sites from the candidate list $L(x)$. (Observe that the preference function corresponds to the weighted Voronoi diagram with respect to the first coordinate of the weights.) Similarly, if the preference function is to choose the smallest value $a_{i,1} \cdot \ell_i^2 + a_{i,2}$ among all the sites (which again is a dominating preference), then this corresponds to a power diagram of the sites.

Complexity of the diagram. The complexity of a planar arrangement is the total number of edges, faces, and vertices. A candidate diagram can be interpreted as a planar arrangement, and its complexity is defined analogously. The space complexity of the candidate diagram is the total amount of memory needed to store the diagram explicitly, and is bounded by the complexity of the candidate diagram together with the sum of the sizes of candidate sets over all the faces in the arrangement of the diagram (which is potentially larger by a factor of $n$, the number of sites). Note, that the space complexity is a somewhat naïve upper bound, as using persistent data-structures might significantly reduce the space needed to store the candidate lists.

Lemma 4.2.4. Given $n$ sites in the plane, the complexity of the candidate diagram of the sites is $O(n^4)$. The space complexity of the candidate diagram of the sites is $\Omega \left( n^2 \right)$ and $O \left( n^5 \right)$.

Proof: The lower bound is easy, and is left as an exercise to those interested reader. A naïve upper bound of $O(n^3)$ on the space complexity, follows from the fact that (i) all possible pairs of sites induce together
(n^2) bisectors, (ii) the complexity of the arrangement of the bisectors is \(O(n^4)\), and (iii) the candidate set of each face in this arrangement might have \(n\) elements inside.

We leave the question of closing the gap in the bounds of Lemma 4.2.4 as an open problem for further research.

4.2.2 Sampling model

Fortunately, the situation changes when randomization is involved. Let \(S\) be a set of \(n\) sites in the plane. For each site \(s \in S\), a parametric point \(\alpha = (\alpha_1, \ldots, \alpha_d)\) is sampled independently from \([0, 1]^d\), with the following constraint: each coordinate \(\alpha_i\) is sampled from a (continuous) distribution \(D_i\), independently for each coordinate. In particular, the sorted order of the \(n\) parametric points by a specific coordinate yields a uniform random permutation (for the sake of simplicity of exposition we assume that all the values sampled are distinct).

Our main result shows that, under the above assumptions, both the complexity and the space complexity of the candidate diagram is near-linear in expectation—see Theorem 4.6.1 for the exact statement.

4.2.3 A short detour into backward analysis

Randomized incremental construction is a powerful technique used by geometric algorithms. Here, one is given a set of elements \(S\) (e.g., segments in the plane), and one is interested in computing some structure induced by these elements (e.g., the vertical decomposition formed by the segments). To this end, one computes a random permutation \(\Pi = \langle s_1, \ldots, s_n \rangle\) of the elements of \(S\), and in the \(i\)th iteration one computes the structure \(V_i\) induced by the \(i\)th prefix \(\Pi_i = \langle s_1, \ldots, s_i \rangle\) of \(\Pi\), by inserting the \(i\)th element \(s_i\) into \(V_{i-1}\) and updating it so it becomes \(V_i\) (e.g., split all the vertical trapezoids of \(V_{i-1}\) that intersect \(s_i\), and merge together adjacent trapezoids with the same floor and ceiling).

In backward analysis one is interested in computing the probability that a specific object that exists in \(V_i\) was actually created in the \(i\)th iteration (e.g., a specific vertical trapezoid in the vertical decomposition \(V_i\)). If the object of interest is defined by at most \(b\) elements of \(\Pi_i\), for some constant \(b\), then the desired quantity is the probability that \(s_i\) is one of these defining elements, which is at most \(b/i\). In some cases, the sum of these probabilities, over the \(n\) iterations, count the number of times certain events happen during the incremental construction. However, this yields only a bound in expectation. For a high probability bound, one can not apply this argument directly, as there is a subtle dependency leakage between the corresponding indicator variables involved between different iterations. (Without going into a detailed example, this is because the defining sets of the objects of interest can have different sizes, and these sizes depend on which elements were used in the permutation in earlier iterations.)

Let \(P\) be a set of \(n\) elements. A property \(P\) of \(P\) is a function that maps any subset \(X\) of \(P\) to a subset \(P(X)\) of \(X\). Intuitively the elements in \(P(X)\) have some desired property with respect to \(X\) (for example, let \(X\) be a set of points in the plane, then \(P(X)\) may be those points in \(X\) who lie on the convex hull of \(X\)). The following corollary to Lemma 4.7.2 provides a high probability bound for backward analysis, and while the proof is an easy application of the Chernoff inequality, it nevertheless significantly simplifies some classical results on randomized incremental construction algorithms. See Section 4.7 for a more detailed discussion and a proof.
Corollary 4.2.5. Let \( P \) be a set of \( n \) elements, \( c > 1 \) and \( k \geq 1 \) prespecified numbers, and let \( \mathcal{P}(X) \) be a property defined over any subset \( X \subseteq P \). Now, consider a uniform random permutation \( \langle p_1, \ldots, p_n \rangle \) of \( P \), and let \( P_i = \{ p_1, \ldots, p_i \} \). Furthermore, assume that, for all \( i \), we have, with probability at least \( 1 - n^{-c} \), that \( |\mathcal{P}(P_i)| \leq k \). Let \( X_i \) be the indicator variable of the event \( p_i \in \mathcal{P}(P_i) \). Then, for any constant \( \gamma \geq 2c \), we have

\[
\Pr \left[ \sum_{i=1}^{n} X_i > \gamma \cdot (2k \ln n) \right] \leq n^{-\gamma k} + n^{-c}.
\]

(If for all \( X \subseteq P \) we have that \( |\mathcal{P}(X)| \leq k \), then the additional error term \( n^{-c} \) is not necessary.)

4.3 The proxy set

Providing a reasonable bound on the complexity of the candidate diagram directly seems challenging. Therefore, we instead define for each point \( x \) in the plane a slightly different set, called the proxy set. First we prove that the proxy set for each point in the plane has small size (see Lemma 4.3.2 below); then we prove that, with high probability, the proxy set of \( x \) contains the candidate set of \( x \) for all points \( x \) in the plane simultaneously (see Lemma 4.3.4 below).

4.3.1 Definitions

As before, the input is a set of sites \( S \). For each site \( s \in S \), we randomly pick a parametric point \( \alpha \in [0, 1]^d \) according to the sampling method described in Section 4.2.2.

**Volume ordering.** Given a point \( p = \langle p_1, \ldots, p_d \rangle \) in \([0, 1]^d\), the **point volume** \( \text{pv}(p) \) of point \( p \) is defined to be \( p_1p_2 \cdots p_d \); that is, the volume of the hyperrectangle with \( p \) and the origin as a pair of opposite corners. When \( p \) is specifically the associated parametric point of an input site \( s \), we refer to the point volume of \( p \) as the **parametric volume** of \( s \). Observe that if point \( p \) dominates another point \( q \) then \( p \) must have smaller point volume (i.e., \( p \) lies in the hyperrectangle defined by \( q \)).

The **volume ordering** of sites in \( S \) is a permutation \( \langle s_1, \ldots, s_n \rangle \) ordered by increasing parametric volume of the sites; that is, \( \text{pv}(\alpha_1) \leq \text{pv}(\alpha_2) \leq \ldots \leq \text{pv}(\alpha_n) \), where \( \alpha_i \) is the parametric point of \( s_i \). If \( \alpha_i \) dominates \( \alpha_j \) then \( s_i \) precedes \( s_j \) in the volume ordering. So if we add the sites in volume ordering, then when we add the \( i \)th site \( s_i \) we can ignore all later sites when determining its region of influence—that is, the region of points whose candidate set \( s_i \) belongs to—as no later sites can have their parametric point dominate the one of \( s_i \).

**k nearest neighbors.** For a set of sites \( S \) and a point \( x \) in the plane, let \( d_k(x, S) \) denote the **kth nearest neighbor distance** to \( x \) in \( S \); that is, the \( k \)th smallest value in the multiset \( \{ ||x - s|| \mid s \in S \} \). The **k nearest neighbors** to \( x \) in \( S \) is the set

\[
N_k(x, S) = \left\{ s \in S \mid ||x - s|| \leq d_k(x, S) \right\}.
\]

**Definition 4.3.1.** Let \( S \) be a set of sites in the plane, and let \( V(S) = \langle s_1, \ldots, s_n \rangle \) be the volume ordering of \( S \). Let \( S_i \) denote the underlying set of the \( i \)th prefix \( \langle s_1, \ldots, s_i \rangle \) of \( V(S) \). For a parameter \( k \) and a point \( x \) in
the plane, the \textit{kth proxy set} of \(x\) is the set of sites

\[ C_k(x, S) = \bigcup_{i=1}^{n} N_k(x, S_i), \]

In words, site \(s\) is in \(C_k(x, S)\) if it is one of the \(k\) nearest neighbors to point \(x\) in some prefix of the volume ordering \(V(S)\).

### 4.3.2 Bounding the size of the proxy set

The desired bound now follows by using backward analysis and Corollary 4.2.5.

\textbf{Lemma 4.3.2.} Let \(S\) be a set of \(n\) sites in the plane, and let \(k \geq 1\) be a fixed parameter. Then we have

\[ \left| C_k(x, S) \right| = O_{whp}(k \log n) \text{ simultaneously for all points } x \text{ in the plane.} \]

\textbf{Proof:} Fix a point \(x\) in the plane. A site \(s\) gets added to the proxy set \(C_k(x, S)\) if site \(s\) is one of the \(k\) nearest neighbors of \(x\) among the underlying set \(S_i\) of some prefix of the volume ordering of \(S\). Therefore a direct application of \textit{Corollary 4.2.5} implies (by setting \(P(S_i)\) to be \(N_k(x, S_i)\)), with high probability, that

\[ \left| C_k(x, S) \right| = O(k \log n). \]

Furthermore, this holds for all points in the plane simultaneously. Indeed, consider the arrangement determined by the \(\binom{n}{2}\) bisectors formed by all the pairs of sites in \(S\). This arrangement is a simple planar map with \(O(n^2)\) vertices and \(O(n^2)\) faces. Observe that within each face the proxy set cannot change since all points in this face have the same ordering of their distances to the sites in \(S\). Therefore, picking a representative point from each of these \(O(n^2)\) faces, applying the high probability bound to each one of them, and then applying the union bound implies the claim. \(\blacksquare\)

### 4.3.3 The proxy set contains the candidate set

The following corollary is implied by a careful (but straightforward) integration argument (see Lemma 4.8.2).

\textbf{Corollary 4.3.3.} Let \(F_d(\Delta)\) be the total measure of the points \(p \in [0,1]^d\), such that the point volume \(pv(p)\) is at most \(\Delta\). Then for \(\Delta \geq (\log n)/n\) we have \(F_d(\Delta) = \Theta(\Delta \log^{d-1} n)\); in particular, \(F_d(\log n/n) = \Theta((\log n)/n)\).

\textbf{Lemma 4.3.4.} Let \(S\) be a set of \(n\) sites in the plane, and let \(k = \Theta(\log^d n)\) be a fixed parameter. For all points \(x\) in the plane, we have that \(L(x) \subseteq C_k(x, S)\), and this holds with high probability.

\textbf{Proof:} Fix a point \(x\) in the plane, and let \(s_i\) be any site not in \(C_k(x, S)\), and let \(\alpha_i\) be the associated parametric point. We claim that, with high probability, the site \(s_i\) is dominated by some other site which is closer to \(x\), and hence by the definition of dominating preference (Definition 4.2.3), \(s_i\) cannot be a site used by \(x\) (and thus \(s_i \notin L(x)\)). Taking the union bound over all sites not in \(C_k(x, S)\) then implies this claim.

By Corollary 4.3.3, the total measure of the points in \([0,1]^d\) with point volume at most \(\Delta = \log n/n\) is \(\Theta((\log^d n)/n)\). As such, by Chernoff’s inequality, with high probability, there are \(K = O(\log^d n)\) sites in \(S\) such that their parametric points have point volume smaller than \(\Delta\). In particular, by choosing \(k\) to be sufficiently large (i.e., \(k > K\)), the underlying set \(S_{k}\) of the \(k\)th prefix of the volume ordering of \(S\) will contain
all these small point volume sites, and since \( S_k \subseteq C_k(x, S) \), so will \( C_k(x, S) \). Therefore, from this point on, we will assume that \( s_i \notin C_k(x, S) \) and \( \Delta_i = \text{pv}(\alpha_i) = \Omega(\log n/n) \).

Now any site \( s \) with smaller parametric volume than \( s_i \) is in the (unordered) prefix \( S_i \). In particular, the \( k \) nearest neighbors \( N_k(x, S_i) \) of \( x \) in \( S_i \) all have smaller parametric volume than \( s_i \). Hence \( C_k(x, S) \) contains \( k \) points all of which have smaller parametric volume than \( s_i \), and which are closer to \( x \). Therefore, the claim will be implied if one of these \( k \) points dominates \( s_i \).

The probability of a site \( s \) (that is closer to \( x \) than \( s_i \)) with parametric point \( \alpha \) to dominate \( s_i \) is the probability that \( \alpha \preceq \alpha_i \) given that \( \alpha \in F \), where \( F = \{ \alpha \in [0,1]^d \mid \text{pv}(\alpha) \leq \Delta_i \} \). By Corollary 4.3.3, we have \( \text{vol}(F) = F_d(\Delta_i) = \Theta(\Delta_i \log^{d-1} n) \). The probability that a random parametric point in \([0,1]^d\) dominates \( \alpha_i \) is exactly \( \Delta_i = \text{pv}(\alpha_i) \), and as such the desired probability \( \Pr[\alpha \preceq \alpha_i \mid \alpha \in F] \) is equal to \( \Delta_i/F_d(\Delta_i) \), which is \( O(1/\log^{d-1} n) \). This is depicted in the figure on the right—the probability of a random point picked uniformly from the region \( F \) under the curve \( y = \Delta_i/x \), induced by \( s_i \), to fall in the rectangle \( R \).

As the parametric point of each one of the \( k \) points in \( N_k(x, S_i) \) has equal probability to be anywhere in \( F \), this implies the expected number of points in \( N_k(x, S_i) \) which dominate \( s_i \) is \( \Pr[\alpha \preceq \alpha_i \mid \alpha \in F] \cdot k = \Theta(\log n) \). Therefore, by making \( k \) sufficiently large, Chernoff’s inequality implies the desired result.

It follows that this holds, for all points in the plane simultaneously, by following the argument used in the proof of Lemma 4.3.2.

\[ \blacksquare \]

### 4.4 Bounding the complexity of the \( k \)th order proxy diagram

The **\( k \)th proxy cell** of \( x \) is the set of all the points in the plane that have the same \( k \)th proxy set associated with them; that is, \( \{ p \in \mathbb{R}^2 \mid C_k(p, S) = C_k(x, S) \} \). The decomposition of the plane into these faces is the **\( k \)th order proxy diagram**. In this section, our goal is to prove that the expected total diagram complexity of the \( k \)th order proxy diagram is \( O(k^4 n \log n) \). To this end, we bound the complexity by relating it to the overlay of star-polygons that rise out of the \( k \)th order Voronoi diagram.

#### 4.4.1 Preliminaries

The **\( k \)th order Voronoi diagram**

Let \( S \) be a set of \( n \) sites in the plane. The **\( k \)th order Voronoi diagram** of \( S \) is a partition of the plane into faces such that each cell is the locus of points which have the same set of \( k \) nearest sites of \( S \) (the internal ordering of these \( k \) sites, by distance to the query point, may vary within the cell). It is well known that the worst case complexity of this diagram is \( \Theta(k(n-k)) \) (see [AKL13, Section 6.5]).

**Environments and overlays.** For a site \( s \) in \( S \) and a constant \( k \), the **\( k \) environment** of \( s \), denoted by \( \text{env}_k(s, S) \), is the set of all the points in the plane such that \( s \) is one of their \( k \) nearest neighbors in \( S \); that is,

\[
\text{env}_k(s, S) = \{ x \in \mathbb{R}^2 \mid s \in N_k(x, S) \}.
\]
See the figure on the right for an example what this environment looks like for different values of $k$. One can view the $k$ environment of $s$ as the union of the $k$th order Voronoi cells which have $s$ as one of the $k$ nearest sites. Observe that the overlay of the polygons $\text{env}_k(s_1, S), \ldots, \text{env}_k(s_n, S)$ produces the $k$th order Voronoi diagram of $S$. Indeed, for any point $x$ in the plane, if $s$ is one of $x$’s $k$ nearest sites, then by definition $x$ is covered by $\text{env}_k(s, S)$; and conversely if $x$ is covered by $\text{env}_k(s, S)$ then $s$ is one of $x$’s $k$ nearest neighbors. It is also known that each $k$ environment of a site is a star-shaped polygon; this was previously observed by Aurenhammer and Schwarzkopf [AS92].

Lemma 4.4.1. The set $\text{env}_k(s, S)$ is a star shaped polygon with respect to the point $s$.

Proof: Consider the set of all $n - 1$ bisectors determined by $s$ and any other site in $S$. For any point $x$ in the plane, $p \in \text{env}_k(s, S)$ holds if the segment from $s$ to $p$ crosses at most $k - 1$ of these bisectors. The star-shaped property follows as when walking along any ray emanating from $s$, the number of bisectors crossed is a monotonically increasing function of distance from $s$. Moreover, $\text{env}_k(s, S)$ is a polygon as its boundary is composed of subsets of straight line bisectors.

Going back to our original problem, let $k$ be a fixed constant, and let $V(S) = \langle s_1, \ldots, s_n \rangle$ be the volume ordering of $S$. As usual, we use $S_i$ to denote the unordered $i$th prefix of $V(S)$. Let $\text{env}_i := \text{env}_k(s_i, S_i)$, that is, the union of all the cells in the $k$th order Voronoi diagram of $S_i$ where $s_i$ is one of the $k$ nearest neighbors.

Observation 4.4.2. The arrangement determined by the overlay of the polygons $\text{env}_1, \ldots, \text{env}_n$ is the $k$th order proxy diagram of $S$.

Arrangements of planes and lines

One can interpret the $k$th order Voronoi diagram in terms of an arrangement of planes in $\mathbb{R}^3$. Specifically, “lift” each site to the paraboloid $(x, y, -(x^2 + y^2))$. Consider the arrangement of planes $H$ tangent to the paraboloid at the lifted locations of the sites. A point on the union of these planes is of level $k$ if there are exactly $k$ planes strictly below it. The $k$-level is the closure of the set of points of level $k$.\footnote{The lifting of the sites to the paraboloid $z = -(x^2 + y^2)$ is done so that the definition of the $k$-level coincide with the standard definition.} (For any set of $n$ hyperplanes in $\mathbb{R}^d$, one can define $k$-levels of arrangement of hyperplanes analogously.) Consider a point $x$ in the $xy$-plane. The decreasing $z$-ordering of the planes vertically below $x$ is the same as the ordering, by decreasing distance from $x$, to the corresponding sites. Hence, let $E_k(H)$ denote the set of edges in the arrangement $H$ on the $k$-level, where an edge is a maximal portion of the $k$-level that lies on the intersection of two planes (induced by two sites). Then the projection of the edges in $E_{k-1}(H)$ onto the $xy$-plane results in the edges of the $k$th order Voronoi diagram. When there is no risk of confusion, we also use $E_k(S)$ to denote the set of edges in $E_k(H)$, where $H$ is obtained by lifting the sites in $S$ to the paraboloid and taking the tangential planes, as described above.

We need the notion of $k$-levels of arrangement of lines as well. For a set of lines $L$ in the plane, let $E_k(L)$ denote the set of edges in the arrangement of $L$ on the $k$-level.

Lemma 4.4.3. Let $L$ be a set of $n$ lines in general position in the plane. Fix any arbitrary insertion ordering of the lines in $L$, and let $m$ be the total number of distinct vertices on the $k$-level of the arrangement of $L$ seen over all iterations of this insertion process. We have $m = O(nk)$.\footnote{The lifting of the sites to the paraboloid $z = -(x^2 + y^2)$ is done so that the definition of the $k$-level coincide with the standard definition.}
Proof: Let \( \ell_i \) be the \( i \)th line inserted, and let \( L_i \) be the set of the first \( i \) inserted lines. Any new vertex on the \( k \)th level created by the insertion must lie on \( \ell_i \). However, by Lemma 4.8.1 at most \( k + 2 \) edges from \( E_k(L_i) \) can lie on \( \ell_i \). As each such edge has at most two endpoints, the insertion of \( \ell_i \) contributes \( O(k) \) vertices to the \( k \)-level. The bound now follows by summing over all \( n \) lines.

### 4.4.2 Bounding the size of the below conflict-lists

The below conflict lists

Let \( H \) be a set of \( n \) planes in general position in \( \mathbb{R}^3 \). (For example, in the setting of the \( k \)th order Voronoi diagram, \( H \) is the set of planes that are tangent to the paraboloid at the lifted locations of the sites.) For any subset \( R \subseteq H \), let \( V_k(R) \) denote the vertices on the \( k \)-level of the arrangement of \( R \). Similarly, let \( V_{\leq k}(R) = \bigcup_{i=0}^k V_k(R) \) be the set of vertices of level at most \( k \) in the arrangement of \( R \), and let \( E_{\leq k}(R) \) be the set of edges of level at most \( k \) in the arrangement of \( R \). For a vertex \( v \) in the arrangement of \( R \), the **below conflict list** \( B(v) \) of \( v \) is the set of those planes in \( H \) that lie strictly below \( v \); denote \( b_v \) to be \( |B(v)| \).

For an edge \( e \) in the arrangement of \( R \), the **below conflict list** \( B(e) \) of \( e \) is the set of planes of \( H \) which lie below \( e \) (i.e., there is at least one point on \( e \) that lies above such a plane); denote \( b_e \) to be \( |B(e)| \). Our purpose here is to bound the quantities \( \mathbb{E}[\sum_{v \in V_{\leq k}(R)} b_v] \) and \( \mathbb{E}[\sum_{e \in E_{\leq k}(R)} b_e] \).

The Clarkson-Shor technique

In the following, we use the Clarkson-Shor technique [CS89], stated here without proof (see [Har11] for details). Specifically, let \( S \) be a set of elements such that any subset \( R \subseteq S \) defines a corresponding set of objects \( T(R) \) (e.g., \( S \) is a set of planes and any subset \( R \subseteq S \) induces a set of vertices in the arrangement of planes \( R \)). Each potential object, \( \tau \), has a defining set and a stopping set. The defining set, \( D(\tau) \), is a subset of \( S \) that must appear in \( R \) in order for the object to be present in \( T(R) \). We require that the defining set has at most a constant size for every object. The stopping set, \( \kappa(\tau) \), is a subset of \( S \) such that if any of its member appear in \( R \) then \( \tau \) is not present in \( T(R) \). We also naturally require that \( \kappa(\tau) \cap D(\tau) = \emptyset \) for all object \( \tau \). Surprisingly, this already implies the following.

**Theorem 4.4.4 (Bounded Moments [CS89])**. Using the above notation, let \( S \) be a set of \( n \) elements, and let \( R \) be a random sample of size \( r \) from \( S \). Let \( f(\cdot) \) be a polynomially bounded function\(^8\). We have that

\[
\mathbb{E}\left[\sum_{\tau \in T(R)} f(|\kappa(\tau)|)\right] = O\left(\mathbb{E}[|T(R)|] f\left(\frac{n}{r}\right)\right),
\]

where the expectation is taken over random sample \( R \).

Bounding the below conflict-lists

**The technical challenge.** The proof of the next lemma is technically interesting as it does not follow in a straightforward fashion from the Clarkson-Shor technique. Indeed, the below conflict list is not the standard conflict list. Specifically, the decision whether a vertex \( v \) in the arrangement of \( R \) is of level at most \( k \) is a “global” decision of \( R \), and as such the defining set of this vertex is neither of constant size, nor unique, as required to use the Clarkson-Shor technique. If this was the only issue, the extension by Agarwal

\(^8\)A function \( f \) is **polynomially bounded**, if (i) \( f \) is monotonically increasing, and (ii) \( f(n) = n^{O(1)} \).
et al. [AMS98] could handle this situation. However it is even worse: a plane \( h \in H \setminus R \) that is below a vertex \( v \in V_{\leq k}(R) \) is not necessarily conflicting with \( v \) (i.e., in the stopping set of \( v \))—as its addition to \( R \) will not necessarily remove \( v \) from \( V_{\leq k}(R \cup \{h\}) \).

The solution. Since the standard technique fails in this case, we need to perform our argument somehow indirectly. Specifically, we use a second random sample and then deploy the Clarkson-Shor technique on this smaller sample—this is reminiscent of the proof bounding the size of \( V_{\leq k}(H) \) by Clarkson-Shor [CS89], and the proof of the exponential decay lemma of Chazelle and Friedman [CF90].

**Lemma 4.4.5.** Let \( k \) be a fixed constant, and let \( R \) be a random sample (without replacement) of size \( r \) from a set of \( H \) of \( n \) planes in \( \mathbb{R}^3 \), we have \( \mathbb{E}[\sum_{v \in V_{\leq k}(R)} b_v] = O(nk^3) \).

**Proof:** From the sake of simplicity of exposition, let us assume that the sampling here is done by picking every element into the random sample \( R \) with probability \( r/n \). Doing the computations below using sampling without replacement (so we get the exact size) requires modifying the calculations so that the probabilities are stated using binomial coefficients—this makes the calculation messier, but the results remain the same. See [Sha03] for further discussion of this minor issue.

So, fix a sample \( R \) and sample each plane in \( R \), with probability \( 1/k \), to be in \( R' \). Let us consider the probability that a vertex \( v \in V_{\leq k}(R) \) ends up on the lower envelope of \( R' \). A lower bound can be achieved by the standard argument of Clarkson-Shor. Specifically, if a vertex \( v \) is on the lower envelope then its three defining planes must be in \( R' \) and moreover, as \( v \in V_{\leq k}(R) \) by definition there are at most \( k \) planes below it that must not be in \( R' \). So let \( X_v \) be an indicator variable for whether \( v \) appears on the lower envelope of \( R' \), we then have

\[
\mathbb{E}_{R'}[X_v \mid R] \geq \frac{1}{k^3}(1 - 1/k)^k \geq \frac{1}{e^2k^3}.
\]

Observe that

\[
\mathbb{E}_{R'}[\sum_{v \in V_{\leq k}(R')} b_v] = \mathbb{E}_R' \left[ \mathbb{E}_R \left[ \sum_{v \in V_{\leq k}(R')} b_v \mid R \right] \right] = \mathbb{E}_R \left[ \sum_{v \in V_{\leq k}(R')} b_v \mid R \right] = \sum_{v \in V_{\leq k}(R)} b_v \mathbb{E}_R[X_v \mid R] \geq \sum_{v \in V_{\leq k}(R)} \frac{b_v}{e^2k^3}.
\]

Fixing the value of \( R \), the lower bound above implies

\[
\mathbb{E}_{R'}[\sum_{v \in V_{\leq k}(R)} X_v b_v] = \sum_{v \in V_{\leq k}(R)} \mathbb{E}_{R'}[X_v b_v \mid R] = \sum_{v \in V_{\leq k}(R)} b_v \mathbb{E}_R[X_v \mid R] \geq \sum_{v \in V_{\leq k}(R)} \frac{b_v}{e^2k^3},
\]

by linearity of expectations and as \( b_v \) is a constant for \( v \). Plugging this into Eq. (4.2), we have

\[
\mu = \mathbb{E}_{R'} \left[ \sum_{v \in V_{\leq k}(R')} b_v \right] \geq \mathbb{E}_R \left[ \sum_{v \in V_{\leq k}(R)} \frac{b_v}{e^2k^3} \right] = \frac{1}{e^2k^3} \mathbb{E}_R \left[ \sum_{v \in V_{\leq k}(R)} b_v \right] .
\]

Observe that \( R' \) is a random sample of \( R \) which by itself is a random sample of \( H \). As such, one can interpret \( R' \) as a direct random sample of \( H \). The lower envelope of a set of planes has linear complexity, and for a vertex \( v \) on the lower envelope of \( R' \) the set \( B(v) \) is the standard conflict list of \( v \). As such,
Theorem 4.4.4 implies

\[ \mu = \mathbb{E}_R \left[ \sum_{e \in \mathbb{V}_o(R')} b_e \right] = O\left( |R'| \cdot \frac{n}{|R'|} \right) = O(n). \]

Plugging this into Eq. (4.3) implies the claim.

**Corollary 4.4.6.** Let \( R \) be a random sample (without replacement) of size \( r \) from a set \( H \) of \( n \) planes in \( \mathbb{R}^3 \). We have that \( \mathbb{E}_R \left[ \sum_{e \in E_{\leq k}(R)} b_e \right] = O(nk^3). \)

**Proof:** Under general position assumption every vertex in the arrangement of \( H \) is adjacent to 8 edges. For an edge \( e = uv \), it is easy to verify that \( B(e) \subseteq B(u) \cup B(v) \), and as such we charge the conflict list of \( e \) to its two endpoints \( u \) and \( v \), and every vertex get charged \( O(1) \) times. Now, the claim follows by Lemma 4.4.5.

This argument fails to capture edges that are rays in the arrangement, but this is easy to overcome by clipping the arrangement to a bounding box that contains all the vertices of the arrangement. We omit the easy but tedious details.

### 4.4.3 Putting it all together

The proof of the following lemma is similar in spirit to the argument of Har-Peled and Raichel [HR14].

**Lemma 4.4.7.** Let \( S \) be a set of \( n \) sites in the plane, \( \langle s_1, \ldots, s_n \rangle \) be a random permutation of \( S \), and let \( k \) be a fixed number. The expected complexity of arrangement determined by the overlay of the polygons \( \text{env}_1, \ldots, \text{env}_n \) (and therefore, the expected complexity of the \( k \)th order proxy diagram) is \( O(k^4n \log n) \), where \( \text{env}_i = \text{env}_k(s_i, S_i) \) and \( S_i = \{s_1, \ldots, s_i\} \) is the underlying set of the \( i \)th prefix of \( \langle s_1, \ldots, s_n \rangle \), for each \( i \).

**Proof:** As the arrangement of the overlay of the polygons \( \text{env}_1, \ldots, \text{env}_n \) is a planar map it suffices to bound the number of edges in the arrangement. For each \( i \), let \( E(\text{env}_i) \) be the edges in \( E_{\leq k}(S_i) \) that appear on the boundary of \( \text{env}_i \) (for simplicity we do not distinguish between edges in \( E_{\leq k}(S_i) \) in \( \mathbb{R}^3 \) and their projection in the plane). Created in the \( i \)th iteration, an edge \( e \) in \( E(\text{env}_i) \) is going to be broken into several pieces in the final arrangement of the overlay. Let \( n_e \) be the number of such pieces that arise from \( e \).

Fix an integer \( i \). As \( S_i \) is fixed, \( B(e) \) is also fixed, for all \( e \in E_{\leq k}(S_i) \). Moreover, we claim that \( n_e \leq c \cdot kb_e \) for some constant \( c \). Indeed, \( n_e \) counts the number of future intersections of \( e \) with the edges of \( E(\text{env}_j) \), for any \( j > i \). As the edge \( e \) is on the \( k \)-level at the time of creation, and the edges in \( E(\text{env}_j) \) are on the \( k \)-level when they are being created (in the future), these edges must lie below \( e \). Namely, any future intersect on \( e \) are caused by intersections of (pairs of) planes in \( B(e) \). So consider the intersection of all planes in \( B(e) \) on the vertical plane containing \( e \). On this vertical plane, \( B(e) \) is a set of \( b_e \) lines, whose insertion ordering is defined by the suffix of the permutation \( \langle s_{i+1}, \ldots, s_n \rangle \). Now any edge of \( E(\text{env}_j) \), for some \( j > i \), that intersects \( e \) must appear as a vertex on the \( k \)-level at some point during the insertion of these lines. However, by Lemma 4.4.3, applied to the lines of \( B(e) \) on the vertical plane of \( e \), under any insertion ordering there are at most \( O(kb_e) \) vertices that ever appear on the \( k \)-level.

For an edge \( e \in E_{\leq k}(S_i) \), let \( X_e \) be the indicator variable of the event that \( e \) was created in the \( i \)th iteration, and furthermore, lies on the boundary of \( \text{env}_i \). Observe that \( \mathbb{E}[X_e \mid S_i] \leq 4/i \), as an edge appears for the first time in round \( i \) only if one of its (at most) four defining sites was the \( i \)th site inserted.
Let $Y_i = \sum_{e \in E(\text{env}_i)} n_e \cdot X_e$ be the total (forward) complexity contribution to the final arrangement of edges added in round $i$. We thus have

$$E[Y_i \mid S_i] = E\left[\sum_{e \in E \leq k}(S_i) n_e X_e \mid S_i\right] \leq E\left[\sum_{e \in E \leq k}(S_i) ckb_e X_e \mid S_i\right] = \sum_{e \in E \leq k}(S_i) ckb_e E[X_e \mid S_i].$$

The total complexity of the overlay arrangement of the polygons $\text{env}_1, \ldots, \text{env}_n$ is asymptotically bounded by $\sum_i Y_i$, and so by Corollary 4.4.6 we have

$$E\left[\sum_i Y_i\right] \leq \sum_i E\left[E[Y_i \mid S_i]\right] \leq \sum_i E\left[E[Y_i \mid S_i]\right] \leq O\left(\sum_i \frac{nk^4}{i}\right) = O\left(k^4 n \log n\right).$$

4.5 On the expected size of the staircase

4.5.1 Number of staircase points

The two dimensional case

**Corollary 4.5.1.** Let $P$ be a set of $n$ points sampled uniformly at random from the unit square $[0, 1]^2$. Then the number of staircase points $\gamma(P)$ in $P$ is $O_{\text{whp}}(\log n)$.

**Proof:** If we order the points in $P$ by increasing $x$-coordinate, then the staircase points are exactly the points which have the smallest $y$-values out of all points in their prefix in this ordering. As the $x$-coordinates are sampled uniformly at random, this ordering is a random permutation $\langle y_1, \ldots, y_n \rangle$ of the $y$-values $Y$. Let $X_i$ be the indicator variable of the event that $y_i$ is the smallest number in $Y_i = \{y_i, \ldots, y_{n-i}\}$ for each $i$. By setting property $P(Y_i)$ to be the smallest number in the prefix $Y_i$, we have $\sum_{i=1}^n X_i = O(\log n)$ with high probability by Corollary 4.2.5.

Higher dimensions

**Lemma 4.5.2.** Fix a dimension $d \geq 2$. Let $m$ and $n$ be parameters, such that $m \leq n$. Let $Q = \langle q_1, \ldots, q_m \rangle$ be an ordered set of $m$ points picked randomly from $[0, 1]^d$ as described in Section 4.2.2. Assume that we have $|\gamma(Q_i)| = O(c_d \log^{d-1} n)$, with high probability with respect to $m$ for all $i$ simultaneously, where $Q_i = \{q_1, \ldots, q_i\}$ is underlying set of the $i$th prefix of $Q$. Then, the set $\gamma = \bigcup_{i=1}^m \gamma(Q_i)$ has size $O(c_d \log^d n)$, with high probability with respect to $m$.

**Proof:** Let $|\gamma(Q_i)| \leq c' \cdot c_d \ln^{d-1} n$ with probability $1 - m^{-c}$ for large enough constant $c$ and some constant $c'$ depending on $c$. By setting $P(Q_i) = \gamma(Q_i)$, we have that $\Pr\left[|\gamma| > \gamma(2k \ln m)\right] \leq m^{-\gamma k} + m^{-c}$ for $k = c' \cdot c_d \ln^{d-1} n$ and any $\gamma \geq 2e$, by Corollary 4.2.5. Setting $\gamma = 2e \ln n / \ln m$ implies the claim.

**Lemma 4.5.3.** Fix a dimension $d \geq 2$. Let $m$, $n$ be parameters, such that $m \leq n$. Let $P$ be a set of $m$ points picked randomly from $[0, 1]^d$ as described in Section 4.2.2. Then, $|\gamma(P)| = O(c_d \log^{d-1} n)$ holds, with high probability with respect to $m$, for some constant $c_d$ that depends only on $d$. 

85
The set of this order for each $i$, where $q_i$ is a $(d - 1)$-dimensional vector and $\ell_i$ is the value of the $d$th coordinate of $p_i$. Observe that the points $q_1, \ldots, q_m$ are randomly, uniformly, and independently picked from the hypercube $[0, 1]^{d-1}$. Now, if $p_i$ is a minima point of $P$, then it is a minima point of $\{p_1, \ldots, p_i\}$. But this implies that $q_i$ is a minima point of $Q_i = \{q_1, \ldots, q_i\}$ as well; namely, $q_i \in \bar{q_i} := \bigcup_{i=1}^{m} \bar{q_i}(Q_i)$. This implies that $|\bar{q_i}(P)| \leq |\bar{q_i}|$. Now, applying induction hypothesis on each $Q_i$, in dimension $d - 1$ we have $|\bar{q_i}(Q_i)| = O(c_{d-1} \log^{d-2} n)$ holds for all $i$, with high probability with respect to $m$; and plugging it into Lemma 4.5.2 we have $|\bar{q_i}(P)| \leq |\bar{q_i}| = O(c_{d-1} \log^{d-1} n)$, with high probability with respect to $m$. Choosing a proper constant $c_d$ now implies the claim.

**Lemma 4.5.4.** Fixed a dimension $d \geq 2$. Let $Q = \{q_1, \ldots, q_n\}$ be an ordered set of $n$ points picked randomly from $[0, 1]^d$ (as described in Section 4.2.2), and $Q_i = \{q_1, \ldots, q_i\}$ is the $i$th (unordered) prefix of $Q$. Then, the set $\bigcup_{i=1}^{n} \bar{q_i}(Q_i)$ is of size $O_{\text{whp}}(c_d \log^d n)$, and the staircase $\bar{q_i}(P)$ is of size $O_{\text{whp}}(c_d \log^{d-1} n)$.

**Proof:** By Lemma 4.5.2, the set $\bigcup_{i=1}^{n} \bar{q_i}(Q_i)$ is of size $O(c_d \log^d n)$, with high probability. By Lemma 4.5.3, the set $\bar{q_i}(P)$ is of size $O(c_d \log^{d-1} n)$, with high probability.

**Remark 4.5.5.** In the proof of Lemma 4.5.3 whether a point is on the staircase (or not) only depends on the coordinate orderings of the points and not their actual values.

The basic recursive argument used in Lemma 4.5.3 was used by Clarkson [Cla04] to bound the expected number of $k$-sets for a random point set. Here, using Corollary 4.2.5 enables us to get a high-probability bound.

Note that the definition of the staircase can be made with respect to any corner of the hypercube (i.e., this corner would replace the origin in the definition dominance, point volume, the exponential grid, etc.). Taking the union over all $2^d$ such staircases gives us the subset of $P$ on the orthogonal convex hull of $P$. Therefore Lemma 4.5.4 also bounds the number of input points on the orthogonal convex hull. As the vertices on the convex hull of $P$ are a subset of the points in $P$ on the orthogonal convex hull, the above also implies the same bound on the number of vertices on the convex hull.

### 4.5.2 Bounding the size of the candidate set

We can now readily bound the size of the candidate set for any point in the plane.

**Lemma 4.5.6.** Let $S$ be a set of $n$ sites in the plane, where for each site $s$ in $S$, a parametric point from a distribution over $[0, 1]^d$ is sampled (as described in Section 4.2.2). Then, the candidate set has size $O_{\text{whp}}(\log^d n)$ simultaneously for all points in the plane.

**Proof:** Consider the arrangement of bisectors of all pairs of points of $S$. This arrangement has complexity $O(n^4)$; inside each cell the candidate set is the same. Now for any point in a cell of the arrangement, Lemma 4.5.4 immediately gives us the stated bound, with high probability. Therefore picking a representative point from each cell in this arrangement and applying the union bound imply the claim.
4.6 The main result

We now use the bound on the complexity of the proxy diagram, as well as our knowledge of the relationship between the candidate set and the proxy set to bound the complexity of the candidate diagram.

**Theorem 4.6.1.** Let $S$ be a set of $n$ sites in the plane, where for each site in $S$ we sample an associated parametric point in $[0,1]^d$, as described in Section 4.2.2. Then, the expected complexity of the candidate diagram is $O(n \log^{8d+5} n)$. The expected space complexity of this candidate diagram is $O(n \log^{9d+5} n)$.

**Proof:** Fix $k$ to be sufficiently large such that $k = \Theta(\log^d n)$. By Lemma 4.4.7 the expected complexity of the proxy diagram is $O(k^4 n \log n)$. Triangulating each polygonal cell in the diagram does not increase its asymptotic complexity. Lemma 4.3.2 implies that, (simultaneously) for all the points in the plane, the proxy set has size $O(k \log n)$, with high probability. Now, Lemma 4.3.4 implies that, with high probability, the proxy set contains the candidate set for any point in the plane.

The resulting triangulation has $O(k^4 n \log n)$ faces, and inside each face all the sites that might appear in the candidate set are all present in the proxy set of this face. By Lemma 4.2.4, the complexity of an $m$-site candidate diagram is $O(m^4)$. Therefore the complexity of the candidate diagram per face is $O((k \log n)^4)$, with high probability (clipping the candidate diagram of these sites to the containing triangle does not increase the asymptotic complexity). Multiplying the number of faces, $O(k^4 n \log n)$, by the complexity of the arrangement within each face, $O((k \log n)^4)$, yields the desired result.

The bound on the space complexity follows readily from the bound on the size of the candidate set from Lemma 4.5.6. $lacksquare$

4.7 Backward analysis with high probability

Let $P$ be a set of $n$ elements. Recall that a **property** $\mathcal{P}$ of $P$ is a function that maps any subset $X$ of $P$ to a subset $\mathcal{P}(X)$ of $X$. (See Section 4.2.3.) The following two lemmas, once proven, implies Corollary 4.2.5.

**Lemma 4.7.1.** Let $P$ be a set of $n$ elements, and let $k_1, \ldots, k_n$ be $n$ fixed non-negative integers depending only on $P$. Let $\mathcal{P}$ be a property of $P$ satisfying the following condition: if $|X| = i$ then $|\mathcal{P}(X)| = k_i$. Now, consider a uniform random permutation $\langle p_1, \ldots, p_n \rangle$ of $P$. For each $i$, denote $P_i = \{p_1, \ldots, p_i\}$ and let $X_i$ be an indicator variable of the event $p_i \in \mathcal{P}(P_i)$. Then the variables $X_i$ are mutually independent.

**Proof:** Let $E_i$ denote the event that $p_i \in \mathcal{P}(P_i)$. It suffices to show that the events $E_1, \ldots, E_n$ are mutually independent. The insight is to think about the sampling process of creating the random permutation $\langle p_1, \ldots, p_n \rangle$ in a different way, and then the result readily follows. Imagine we randomly pick a permutation of elements in $P$, and set the last element to be $p_n$. Next, pick a random permutation of the remaining elements of $P \setminus \{p_n\}$ and set the last element to be $p_{n-1}$. Repeat this process until the whole permutation is generated. Observe that $E_j$ is determined before $E_i$ for any $j > i$.

Now, consider arbitrary indices $1 \leq i_1 < i_2 < \ldots < i_\psi \leq n$. Observe that by our thought experiment, when determining the $i_1$th value in the permutation, the suffix $\langle p_{i_1+1}, \ldots, p_n \rangle$ is fixed. Moreover, the property defined on the remaining set of elements marks $k_{i_1}$ elements, and these elements are randomly permuted before determining the $i_1$th value. Therefore, for any fixed permutation $\langle p_{i_1+1}, \ldots, p_n \rangle$, we have $\Pr[E_{i_1} \mid \langle p_{i_1+1}, \ldots, p_n \rangle] = k_{i_1}/i_1$. This implies that conditioning on the union of any collection of permutations of the last $n-i_1$ elements also yields the same probability. In particular, $\Pr[E_{i_1}] = k_{i_1}/i_1$ (conditioning
on the union of all possible permutations of the last \(n-i_1\) elements, and \(\Pr[E_{i_1} \ | \ E_{i_2} \cap \ldots \cap E_{i_{\psi}}] = \Pr[E_{i_1}]\)
(conditioning on \(E_{i_2} \cap \ldots \cap E_{i_{\psi}},\) which is a union of some collection of permutations of the last \(n-i_1\) elements).

By induction,
\[
\Pr[E_{i_1} \cap \ldots \cap E_{i_{\psi}}] = \Pr[E_{i_1} \ | \ E_{i_2} \cap \ldots \cap E_{i_{\psi}}] \Pr[E_{i_2} \cap \ldots \cap E_{i_{\psi}}] = \Pr[E_{i_1}] \Pr[E_{i_2} \cap \ldots \cap E_{i_{\psi}}] = \prod_{j=1}^{\psi} \Pr[E_{i_j}],
\]
which implies that the events are mutually independent.

**Lemma 4.7.2.** Let \(P\) be a set of \(n\) elements, and \(k \geq 1\) be a fixed integer depending only on \(P\). Let \(P\) be a property of \(P\). Now, consider a uniform random permutation \(\langle p_1, \ldots, p_n \rangle\) of \(P\). For each \(i\), denote \(P_i = \{p_1, \ldots, p_i\}\) and let \(X_i\) be an indicator variable of the event \(p_i \in P(P_i)\). Then we have

(A) If \(|P(X)| = k\) whenever \(|X| \geq k\), and \(|P(X)| = |X|\) whenever \(|X| < k\), then for any \(\gamma \geq 2e,
\[
\Pr\left[\sum_{i=1}^{n} X_i > \gamma \cdot (2k \ln n)\right] \leq n^{-\gamma k}.
\]

(B) The bound in (A) holds under a weaker condition: For all \(X \subseteq P\) we have \(|P(X)| \leq k\).

(C) An even weaker condition suffices: For a random permutation \(\langle p_1, \ldots, p_n \rangle\) of \(P\), assume \(|P(P_i)| \leq k\) for all \(i\), with probability \(1 - n^{-c}\), where \(k = c' \cdot k\), \(c\) is an arbitrary constant, and \(c' > 1\) is a constant that depends only on \(c\). Then \(\Pr\left[\sum_{i=1}^{n} X_i > \gamma \cdot (2c' \ln n)\right] \leq n^{-\gamma k + n^{-c}}\) for any \(\gamma \geq 2e\).

**Proof:** (A) Let \(E_i\) be the event that \(p_i \in P(P_i)\). By Lemma 4.7.1 the events \(E_1, \ldots, E_n\) are mutually independent, and \(\Pr[E_i] = |P(P_i)| / i = \min(k/i, 1)\). Thus, we have
\[
\mu = \mathbb{E}\left[\sum_{i} X_i\right] \leq k + \sum_{i=k+1}^{n} i \leq k\left(1 + \ln n + 1 - \ln k\right) \leq k\left(2 + \ln \frac{n}{k}\right) \leq 2k \ln n.
\]

For any constant \(\delta \geq 2e\), by Chernoff’s inequality, we have \(\Pr[\sum_i X_i > \delta \mu] < 2^{-\delta \mu}\). Therefore by setting \(\delta = \gamma(2k \ln n) / \mu\) (which is at least \(2e\) by the assumption that \(\gamma \geq 2e\)), we have
\[
\Pr\left[\sum_i X_i > \gamma(2k \ln n)\right] = \Pr\left[\sum_i X_i > \frac{\gamma(2k \ln n)}{\mu} \mu\right] < 2^{-\gamma(2k \ln n)} < n^{-\gamma k}.
\]

(B) In order to extend the result using the weaker condition, we augment the given property \(P\) to a new property \(P'\) that holds for **exactly** \(k\) elements. So, fix an arbitrary ordering \(<\) on the elements of \(P\). Now given any set \(X\) with \(|X| \geq k\), if \(|P(X)| = k\) then let \(P'(X) = P(X)\); otherwise, add the \(k - |P(X)|\) smallest elements in \(X \setminus P(X)\) according to \(<\) to \(P(X)\), and let \(P'(X)\) be the resulting subset of size \(k\). We also set \(P'(X) = X\) for all \(X\) with \(|X| < k\). The new property \(P'\) complies with the original condition. For any \(X\), \(P(X) \subseteq P'(X)\), which implies that an upper bound on the probability that the \(i\)th element is in the property set \(P'\) is an upper bound on the corresponding probability for \(P\).

(C) We truncate the given property \(P\) if needed, so that it compiles with (B). Specifically, fix an arbitrary ordering \(<\) on the elements of \(P\). Given any set \(X\), if \(|P(X)| \leq k\) then \(P'(X) = P(X)\); otherwise, \(|P(X)| > k\), and set \(P'(X)\) to be the first \(k\) of \(P(X)\) according to \(<\). Clearly, the new property \(P'\) complies with the condition in (B). Let \(E\) denote the event \(P'(P_i) = P(P_i)\), for all \(i\). By assumption, we have \(\Pr[E] \geq 1 - n^{-c}\).
Similarly, let $\mathcal{F}$ be the event that $\sum_i X_i > \gamma (2k \ln n)$. We now have that

$$\Pr[\mathcal{F}] \leq \Pr[\mathcal{F} | \mathcal{E}] \Pr[\mathcal{E}] + \Pr[\mathcal{E}] < \left( 1 - \frac{1}{n^c} \right) n^{-\gamma k} + n^{-c} \leq n^{-\gamma k} + n^{-c}$$

for any $\gamma \geq 2e$.

The result of Lemma 4.7.2 is known in the context of randomized incremental construction algorithms (see [BCKO08, Section 6.4]). However, the known proof is more convoluted—indeed, if the property $\mathcal{P}(X)$ has different sizes for different sets $X$, then it is no longer true that variables $X_i$ in the proof of Lemma 4.7.2 are independent. Thus the padding idea in part (B) of the proof is crucial in making the result more widely applicable.

**Example.** To see the power of Lemma 4.7.2 we provide two easy applications—both results are of course known, and are included here to make it clearer in what settings Lemma 4.7.2 can be applied. The impatient reader is encouraged to skip this example.

(A) **QuickSort:** We conceptually can think about QuickSort as being a randomized incremental algorithm, building up a list of numbers in the order they are used as pivots. Consider the execution of QuickSort when sorting a set $P$ of $n$ numbers. Let $\langle p_1, \ldots, p_n \rangle$ be the random permutation of the numbers picked in sequence by QuickSort. Specifically, in the $i$th iteration, it randomly picks a number $p_i$ that was not handled yet, pivots based on this number, and then recursively handles the subproblems. At the $i$th iteration, a set $P_i = \{p_1, \ldots, p_i\}$ of pivots has already been chosen by the algorithm. Consider a specific element $x \in P$. For any subset $X \subseteq P$, let $\mathcal{P}(X)$ be the two numbers in $X$ having $x$ in between them in the original ordering of $P$ and are closest to each other. In other words, $\mathcal{P}(X)$ contains the (at most) two elements that are the endpoints of the interval of $\mathbb{R} \setminus X$ that contains $x$. Let $X_i$ be the indicator variable of the event $p_i \in \mathcal{P}(P_i)$—that is, $x$ got compared to the $i$th pivot when it was inserted. Clearly, the total number of comparisons $x$ participates in is $\sum_i X_i$, and by Lemma 4.7.2 the number of such comparisons is $O(\log n)$, with high probability, implying that QuickSort takes $O(n \log n)$ time, with high probability.

(B) **Point-location queries in a history dag:** Consider a set of lines in the plane, and build their vertical decomposition using randomized incremental construction. Let $L_n = \langle \ell_1, \ldots, \ell_n \rangle$ be the permutation used by the randomized incremental construction. Given a query point $p$, the point-location time is the number of times the vertical trapezoid containing $p$ changes in the vertical decomposition of $L_i = \langle \ell_1, \ldots, \ell_i \rangle$, as $i$ increases. Thus, let $X_i$ the indicator variable of the event that $\ell_i$ is one of the (at most) four lines defining the vertical trapezoid containing $p$ the vertical decomposition of $L_i$. Again, Lemma 4.7.2 applies and implies that the query time is $O(\log n)$, with high probability. This result is well known, see [CMS93] and [BCKO08, Section 6.4], but our proof is arguably more direct and cleaner.

### 4.8 Basic facts

This section contains some basic facts required earlier in this chapter.
4.8.1 Arrangements of lines

Lemma 4.8.1. Let $L$ be set of lines in general position in the plane, and let $\ell$ be any line in $L$. Then at most $k + 2$ edges from $E_k(L)$, the $k$-level of the arrangement of $L$, can lie on $\ell$.

Proof: This lemma is well known, and its proof is included here for the sake of completeness.

Perform a linear transformation such that $\ell$ is horizontal and the $k$-level is preserved. As we go from left to right along the now horizontal line $\ell$ (starting at infinity), we may leave and enter the $k$-level multiple times. However, every time we leave and then return to the $k$-level we must intersect a negative slope line. Specifically, both when we leave and return to the $k$-level, there must be an intersection with another line. If when leaving, this intersection is with a negative slope line then we are done, so assume it has positive slope. In this case the level on $\ell$ decreases as we leave the $k$-level, therefore when we return to the $k$-level, the point of return must be at an intersection with a negative slope line (since only negative slope intersections can increase the level), see figure on the right.

So after leaving and returning to the $k$-level $k + 1$ times, there must be at least $k + 1$ negative slope lines below, which implies that the remaining part of $\ell$ is on level strictly larger than $k$. ■

4.8.2 An integral calculation

Lemma 4.8.2. Let $F_d(\Delta)$ be the total measure of the points $p = (p_1, \ldots, p_d)$ in the hypercube $[0, 1]^d$, such that $pv(p) = p_1p_2\ldots p_d \leq \Delta$. That is, $F_d(\Delta)$ is the measure of all points in hypercube with point volume $\leq \Delta$. Then $F_d(\Delta) = \sum_{i=0}^{d-1} \frac{\Delta}{i!} \ln^i \frac{1}{\Delta}$.

Proof: The claim follows by tedious but relatively standard calculations. As such, the proof is included for the sake of completeness.

The case for $d = 1$ is trivial. Consider the $d = 2$ case; here the points whose point volume equals $\Delta$ are defined by the curve $xy = \Delta$. This curve intersects the unit square at the point $(\Delta, 1)$. As $F_2(\Delta)$ is the total volume under this curve in the unit square we have that

$$F_2(\Delta) = \Delta + \int_{x=\Delta}^{1} \frac{\Delta}{x} dx = \Delta + [\Delta \ln x]_{x=\Delta}^{1} = \Delta + \Delta \ln \frac{1}{\Delta}.$$  

In general, we have

$$\frac{1}{(d-1)!} \int_{x=\Delta}^{1} \frac{\Delta}{x} \ln^{d-1} x \frac{dx}{\Delta} = \frac{\Delta}{(d-1)!} \left[ \frac{1}{d} \ln^d \frac{x}{\Delta} \right]_{x=\Delta}^{1} = \frac{\Delta}{d!} \ln^d \frac{1}{\Delta},$$

Now assume inductively that

$$F_{d-1}(\Delta) = \sum_{i=0}^{d-2} \frac{1}{i!} \Delta \ln^i \frac{1}{\Delta},$$

$$F_d(\Delta) = \sum_{i=0}^{d-1} \frac{\Delta}{i!} \ln^i \frac{1}{\Delta},$$
then we have

\[ F_d(\Delta) = \Delta + \int_{x_d=\Delta}^{1} F_{d-1} \left( \frac{\Delta}{x_d} \right) dx_d = \Delta + \int_{x_d=\Delta}^{1} \left( \sum_{i=0}^{d-2} \frac{\Delta}{i!x_d} \ln^i \frac{x_d}{\Delta} \right) dx_d \]

\[ = \Delta + \sum_{i=0}^{d-2} \frac{1}{i!} \left( \int_{x_d=\Delta}^{1} \frac{\Delta}{x_d} \ln^i \frac{x_d}{\Delta} dx_d \right) = \Delta + \sum_{i=1}^{d-1} \frac{\Delta}{i!} \ln^i \frac{1}{\Delta} = \sum_{i=0}^{d-1} \frac{\Delta}{i!} \ln^i \frac{1}{\Delta}. \]
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